Package ‘s2dv’

October 17, 2022
Title A Set of Common Tools for Seasonal to Decadal Verification
Version 1.3.0

Description The advanced version of package 's2dverification'. It is
intended for 'seasonal to decadal' (s2d) climate forecast verification, but
it can also be used in other kinds of forecasts or general climate analysis.
This package is specially designed for the comparison between the experimental
and observational datasets. The functionality of the included functions covers
from data retrieval, data post-processing, skill scores against observation,
to visualization. Compared to 's2dverification’, 's2dv' is more compatible
with the package 'startR’, able to use multiple cores for computation and
handle multi-dimensional arrays with a higher flexibility. The CDO version used
in development is 1.9.8.

Depends R (>=3.6.0)

Imports abind, bigmemory, graphics, grDevices, maps, mapproj, methods,
parallel, ClimProjDiags, stats, plyr, ncdf4, NbClust,
multiApply (>= 2.1.1), SpecsVerification (>= 0.5.0), easyNCDF,
easy Verification

Suggests testthat

License Apache License 2.0
URL https://earth.bsc.es/gitlab/es/s2dv/

BugReports https://earth.bsc.es/gitlab/es/s2dv/-/issues
LazyData true
SystemRequirements cdo
Encoding UTF-8
RoxygenNote 7.2.0
NeedsCompilation no
Author BSC-CNS [aut, cph],
An-Chi Ho [aut, cre],
Nuria Perez-Zanon [aut],
Roberto Bilbao [ctb],
Josep Cos [ctb],
Carlos Delgado [ctb],
Lloreng Lledé [ctb],
Andrea Manrique [ctb],

Deborah Verfaillie [ctb],
Eva Rifa [ctb]


https://earth.bsc.es/gitlab/es/s2dv/
https://earth.bsc.es/gitlab/es/s2dv/-/issues

2 R topics documented:

Maintainer An-Chi Ho <an.ho@bsc.es>

R topics documented:

AbsBiasSS . . . L e e 3
ACC . e e e e e 5
AMYV e e e 7
AnimateMap . . . ... L e e e e e 10
ANO . . e e e 12
Ano_CrossValid . . . . . . . . . . . e e e 13
Bias . . . . e e e e 14
BrierScore . . . . . .. e e e e e 16
CDOREMAD . . . . v v o e e e e e e e e e 18
Clm . . . e e e e e e e 22
climpalette . . . . . . . . . e 24
CIUSter . . . . . . o e e e e e e e e e e 24
ColorBar . . . . . . e e e 27
CompoSite . . . . . . . e e e e e 30
ConfigApplyMatchingEntries . . . . . . . . ... ... L oo 32
ConfigEditDefinition . . . . . . . .. . .. .. 33
ConfigEditEntry . . . . . . . . ... 34
ConfigFileOpen . . . . . . . . . . . .. e 36
ConfigShowSimilarEntries . . . . . . . .. ... ... oL oo 40
ConfigShowTable . . . . . . . . . . . . . e 41
Consist_Trend . . . . . . . . e 42
COIT . . . o o e e 44
CRPS . . e 46
CRPSS . . e 47
DiffCorr . . . . . . . e 49
Eno . . . e e 51
EOF . . e 52
EuroAtlanticTC . . . . . . . . . . e 53
Filter . . . . . . . e 55
GMST . . e e e 56
GSAT . . e e e 58
Histo2Hindcast . . . . . . . . . . . . . e e 61
InsertDim . . . . . . . . .. e e e 62
LeapYear . . . . . . . . 63
Load . . . . . . . e 63
MeanDimsS . . . . . . . . . . e e e e e e e e e 77
NAO . . e e 78
Persistence . . . . . . . ... e e e e 80
Plot2VarsVsLTime . . . . . . . . . . . . e e e e e 82
PlotACC . . . . . e e e e e 84
PlotAno . . . . . . . e e e e e 86
PlotBoxWhisker . . . . . . . . . . . .. e e 88
PlotClim . . . . . . . e e e e e e 90
PlotEquiMap . . . . . . . . e 92
PlotLayout. . . . . . . . . e e 98
PlotMatrix . . . . . . . . e e e e e e e e e 103
PlotSection . . . . . . . . . . e e e e 105

PlotStereoMap . . . . . . . . .. e 106



AbsBiasSS 3

PlotVsLTime . . . . . . . . . . 111
ProbBins . . . . .. e 113
ProjectField . . . . . . . . . e 115
RandomWalkTest . . . . . . . . . . . e 116
RatioPredictableComponents . . . . . . . . . . . . . . 117
RatioRMS . . . . . . e 118
RatioSDRMS . . . . . . 119
Regression. . . . . . . . . . e 121
REOF . . . e 122
Reorder . . . . . . . . . e 124
ResidualCorr . . . . . . . . . . e 125
RMS . e 126
RMSSS . e 128
RPS . . e 129
RPSS . . e 131
sampleDepthData . . . . . . . . . . .. . . e 133
sampleMap . . . . ... e 134
sampleTimeSeries . . . . . . . . . . .. 135
SEASON . . . v o e e e 136
SignalNoiseRatio . . . . . . . . . . . . .. 137
Smoothing . . . . . . . . .. 138
Spectrum . . . ..o e e e e e e 139
SPOD . . . . e 140
Spread . . . .. e 142
StatSeasAtlHurr . . . . . . . .. L 144
ToyModel . . . . . . . e 145
TPL . e 147
Trend . . . . . e 149
UltimateBrier . . . . . . . . . . . e e e e 150
Index 153
AbsBiasSS Compute the Absolute Mean Bias Skill Score
Description

The Absolute Mean Bias Skill Score is based on the Absolute Mean Error (Wilks, 2011) between the
ensemble mean forecast and the observations. It measures the accuracy of the forecast in compari-
son with a reference forecast to assess whether the forecast presents an improvement or a worsening
with respect to that reference. The Mean Bias Skill Score ranges between minus infinite and 1. Pos-
itive values indicate that the forecast has higher skill than the reference forecast, while negative
values indicate that it has a lower skill. Examples of reference forecasts are the climatological fore-
cast (average of the observations), a previous model version, or another model. It is computed as
AbsBiasSS =1 -AbsBias_exp / AbsBias_ref. The statistical significance is obtained based on a
Random Walk test at the 95 and Tippett, 2016). If there is more than one dataset, the result will be
computed for each pair of exp and obs data.
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Usage
AbsBiasSS(
exp,
obs,
ref = NULL,
time_dim = "sdate",
memb_dim = NULL,
dat_dim = NULL,
na.rm = FALSE,
ncores = NULL
)
Arguments
exp A named numerical array of the forecast with at least time dimension.
obs A named numerical array of the observation with at least time dimension. The
dimensions must be the same as ’exp’ except 'memb_dim’ and ’dat_dim’.
ref A named numerical array of the reference forecast data with at least time di-
mension. The dimensions must be the same as ’exp’ except 'memb_dim’ and
’dat_dim’. If there is only one reference dataset, it should not have dataset di-
mension. If there is corresponding reference for each experiement, the dataset
dimension must have the same length as in “exp’. If 'ref” is NULL, the climato-
logical forecast is used as reference forecast. The default value is NULL.
time_dim A character string indicating the name of the time dimension. The default value
is ’sdate’.
memb_dim A character string indicating the name of the member dimension to compute the
ensemble mean; it should be set to NULL if the parameter ’exp’ and ’ref’ are
already the ensemble mean. The default value is NULL.
dat_dim A character string indicating the name of dataset dimension. The length of this
dimension can be different between exp’ and obs’. The default value is NULL.
na.rm A logical value indicating if NAs should be removed (TRUE) or kept (FALSE)
for computation. The default value is FALSE.
ncores An integer indicating the number of cores to use for parallel computation. The
default value is NULL.
Value
$biasSS A numerical array of BiasSS with dimensions nexp, nobs and the rest dimen-
sions of "exp’ except time_dim’ and 'memb_dim’.
$sign A logical array of the statistical significance of the BiasSS with the same dimen-
sions as $biasSS. nexp is the number of experiment (i.e., ’dat_dim’ in exp), and
nobs is the number of observation (i.e., ’dat_dim’ in obs). If dat_dim is NULL,
nexp and nobs are omitted.
References

Wilks, 2011; https://doi.org/10.1016/B978-0-12-385022-5.00008-7 DelSole and Tippett, 2016; https://doi.org/10.1175/NV
D-15-0218.1
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Examples
exp <- array(rnorm(1000), dim = c(dat = 1, lat = 3, lon = 5, member = 10, sdate = 50))
ref <- array(rnorm(1000), dim = c(dat = 1, lat = 3, lon = 5, member = 10, sdate = 50))
obs <- array(rnorm(1000), dim = c(dat = 1, lat = 3, lon = 5, sdate = 50))
biasSS1 <- AbsBiasSS(exp = exp, obs = obs, ref = ref, memb_dim = 'member')
biasSS2 <- AbsBiasSS(exp = exp, obs = obs, ref = NULL, memb_dim = 'member')
ACC Compute the spatial anomaly correlation coefficient between the fore-

cast and corresponding observation

Description

Calculate the spatial anomaly correlation coefficient (ACC) for the ensemble mean of each model
and the corresponding references over a spatial domain. It can return a forecast time series if the
data contain forest time dimension, and also the ACC mean over one dimension, e.g., start date
dimension. The domain of interest can be specified by providing the list of longitudes/ latitudes of
the data together with the corners of the domain: lonlatbox = c(lonmin, lonmax, latmin, latmax).
The data will be adjusted to have a spatial mean of zero, then area weighting is applied. The formula
is referenced from Wilks (2011; section 7.6.4; https://doi.org/10.1016/B978-0-12-385022-5.00008-
7).

Usage

ACC(
exp,
obs,
dat_dim = "dataset”,
lat_dim = "lat"”,

lon_dim = "lon",
space_dim = c("lat”, "lon"),
avg_dim = "sdate"”,
memb_dim = "member”,
lat = NULL,
lon = NULL,
lonlatbox = NULL,
conf = TRUE,
conftype = "parametric”,
conf.lev = 0.95,
pval = TRUE,
ncores = NULL

)

Arguments
exp A numeric array of experimental anomalies with named dimensions. The di-
mension must have at least ’lat_dim’ and ’lon_dim’.
obs A numeric array of observational anomalies with named dimensions. The di-

mension should be the same as ’exp’ except the length of *dat_dim’ and "'memb_dim’.



dat_dim

lat_dim

lon_dim

space_dim

avg_dim

memb_dim

lat

lon

lonlatbox

conf

conftype

conf.lev

pval

ncores

Value

ACC

A character string indicating the name of dataset (nobs/nexp) dimension. The
default value is ’dataset’. If there is no dataset dimension, set NULL.

A character string indicating the name of the latitude dimension of ’exp’ and
“obs’ along which ACC is computed. The default value is ’lat’.

A character string indicating the name of the longitude dimension of exp’ and
“obs’ along which ACC is computed. The default value is ’lon’.

A character string vector of 2 indicating the name of the latitude and longi-
tude dimensions (in order) along which ACC is computed. The default value is
c(’lat’, ’lon’). This argument has been deprecated. Use ’lat_dim’ and ’lon_dim’
instead.

A character string indicating the name of the dimension to be averaged, which
is usually the time dimension. If no need to calculate mean ACC, set as NULL.
The default value is ’sdate’.

A character string indicating the name of the member dimension. If the data are
not ensemble ones, set as NULL. The default value is "'member’.

A vector of the latitudes of the exp/obs grids. It is used for area weighting and
when the domain of interested ’lonlatbox’ is specified.

A vector of the longitudes of the exp/obs grids. Only required when the domain
of interested ’lonlatbox’ is specified. The default value is NULL.

A numeric vector of 4 indicating the corners of the domain of interested: c(lonmin,
lonmax, latmin, latmax). The default value is NULL and the whole data will be
used.

A logical value indicating whether to retrieve the confidence intervals or not.
The default value is TRUE.

"non

A charater string of "parametric" or "bootstrap". "parametric" provides a confi-
dence interval for the ACC computed by a Fisher transformation and a signif-
icance level for the ACC from a one-sided student-T distribution. "bootstrap"
provides a confidence interval for the ACC and MACC computed from boot-
strapping on the members with 100 drawings with replacement. To guaran-
tee the statistical robustness of the result, make sure that your experiment and
observation always have the same number of members. "bootstrap" requires
’memb_dim’ has value. The default value is *parametric’.

A numeric indicating the confidence level for the regression computation. The
default value is 0.95.

A logical value indicating whether to compute the p-value or not. The default
value is TRUE.

An integer indicating the number of cores to use for parallel computation. The
default value is NULL.

A list containing the numeric arrays:

acc

The ACC with the dimensions c(nexp, nobs, the rest of the dimension except
lat_dim, lon_dim and memb_dim). nexp is the number of experiment (i.e.,
dat_dim in exp), and nobs is the number of observation (i.e., dat_dim in obs). If
dat_dim is NULL, nexp and nobs are omitted.
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conf.lower (if conftype = "parametric"”) or acc_conf.lower (if conftype = "bootstrap”)
The lower confidence interval of ACC with the same dimensions as ACC. Only
present if conf = TRUE.

conf.upper (if conftype = "parametric"”) or acc_conf.upper (if conftype = "bootstrap”)
The upper confidence interval of ACC with the same dimensions as ACC. Only
present if conf = TRUE.

p.val The p-value with the same dimensions as ACC. Only present if pval = TRUE and
codeconftype = "parametric".

macc The mean anomaly correlation coefficient with dimensions c(nexp, nobs, the
rest of the dimension except lat_dim, lon_dim, memb_dim, and avg_dim). Only
present if "avg_dim’ is not NULL. If dat_dim is NULL, nexp and nobs are omit-
ted.

macc_conf.lower
The lower confidence interval of MACC with the same dimensions as MACC.
Only present if conftype = "bootstrap”.

macc_conf . upper
The upper confidence interval of MACC with the same dimensions as MACC.
Only present if conftype = "bootstrap”.

References

Joliffe and Stephenson (2012). Forecast Verification: A Practitioner’s Guide in Atmospheric Sci-
ence. Wiley-Blackwell.; Wilks (2011; section 7.6.4; https://doi.org/10.1016/B978-0-12-385022-
5.00008-7).

Examples

sampleData$mod <- Season(sampleData$mod, monini = 11, moninf = 12, monsup = 2)
sampleData$obs <- Season(sampleData$obs, monini 11, moninf = 12, monsup = 2)
clim <- Clim(sampleData$mod, sampleData$obs)
ano_exp <- Ano(sampleData$mod, clim$clim_exp)
ano_obs <- Ano(sampleData$obs, clim$clim_obs)
acc <- ACC(ano_exp, ano_obs, lat = sampleData$lat)
acc_bootstrap <- ACC(ano_exp, ano_obs, conftype = 'bootstrap', lat = sampleData$lat)
# Combine acc results for PlotACC
res <- array(c(acc$conf.lower, acc$acc, acc$conf.upper, acc$p.val),
dim = c(dim(acc$acc), 4))
res_bootstrap <- array(c(acc$acc_conf.lower, acc$acc, acc$acc_conf.upper, acc$p.val),
dim = c(dim(acc$acc), 4))

PlotACC(res, startDates)
PlotACC(res_bootstrap, startDates)

AMV Compute the Atlantic Multidecadal Variability (AMV) index




Description

AMV

The Atlantic Multidecadal Variability (AMV), also known as Atlantic Multidecadal Oscillation
(AMO), is a mode of natural variability of the sea surface temperatures (SST) over the North
Atlantic Ocean on multi-decadal time scales. The AMYV index is computed as the difference of
weighted-averaged SST anomalies over the North Atlantic region (0°N-60°N, 280°E-360°E) and the
weighted-averaged SST anomalies over 60°S-60°N, 0°E-360°E (Trenberth & Dennis, 2005; Doblas-
Reyes et al., 2013). If different members and/or datasets are provided, the climatology (used to
calculate the anomalies) is computed individually for all of them.

Usage

AMV(
data,

data_lats,

data_lons,

type,

lat_dim = "lat",
lon_dim = "lon”,

mask = NULL,

monini = 11,
fmonth_dim = "fmonth"”,
sdate_dim = "sdate”,
indices_for_clim = NULL,
year_dim = "year"”,
month_dim = "month",
na.rm = TRUE,

ncores = NULL

Arguments

data

data_lats

data_lons

type

lat_dim

lon_dim

mask

A numerical array to be used for the index computation with, at least, the dimen-
sions: 1) latitude, longitude, start date and forecast month (in case of decadal
predictions), 2) latitude, longitude, year and month (in case of historical simu-
lations or observations). This data has to be provided, at least, over the whole
region needed to compute the index.

A numeric vector indicating the latitudes of the data.
A numeric vector indicating the longitudes of the data.

A character string indicating the type of data ("dcpp’ for decadal predictions,
“hist” for historical simulations, or "obs’ for observations or reanalyses).

A character string of the name of the latitude dimension. The default value is
"lat’.

A character string of the name of the longitude dimension. The default value is
’lon’.

An array of a mask (with 0’s in the grid points that have to be masked) or NULL
(i.e., no mask is used). This parameter allows to remove the values over land
in case the dataset is a combination of surface air temperature over land and
sea surface temperature over the ocean. Also, it can be used to mask those grid

points that are missing in the observational dataset for a fair comparison between
the forecast system and the reference dataset. The default value is NULL.
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monini An integer indicating the month in which the forecast system is initialized. Only
used when parameter 'type’ is ’dcpp’. The default value is 11, i.e., initialized in
November.

fmonth_dim A character string indicating the name of the forecast month dimension. Only

used if parameter ’type’ is 'dcpp’. The default value is *fmonth’.

sdate_dim A character string indicating the name of the start date dimension. Only used if
parameter 'type’ is ’dcpp’. The default value is ’sdate’.

indices_for_clim
A numeric vector of the indices of the years to compute the climatology for cal-
culating the anomalies, or NULL so the climatology is calculated over the whole
period. If the data are already anomalies, set it to FALSE. The default value is
NULL.
In case of parameter ’type’ is ’dcpp’, ’indices_for_clim’ must be relative to the
first forecast year, and the climatology is automatically computed over the com-
mon calendar period for the different forecast years.

year_dim A character string indicating the name of the year dimension The default value
is “year’. Only used if parameter "type’ is "hist’ or obs’.

month_dim A character string indicating the name of the month dimension. The default
value is 'month’. Only used if parameter ’type’ is "hist’ or "obs’.

na.rm A logical value indicanting whether to remove NA values. The default value is
TRUE.
ncores An integer indicating the number of cores to use for parallel computation. The
default value is NULL.
Value

A numerical array with the AMV index with the same dimensions as data except the lat_dim,
lon_dim and fmonth_dim (month_dim) in case of decadal predictions (historical simulations or
observations). In case of decadal predictions, a new dimension "fyear’ is added.

Examples

## Observations or reanalyses

obs <- array(1:100, dim = c(year = 5, lat = 19, lon = 37, month = 12))

lat <- seq(-90, 90, 10)

lon <- seq(@, 360, 10)

index_obs <- AMV(data = obs, data_lats = lat, data_lons = lon, type = 'obs')

## Historical simulations

hist <- array(1:100, dim = c(year = 5, lat = 19, lon = 37, month = 12, member = 5))
lat <- seq(-90, 90, 10)

lon <- seq(@, 360, 10)

index_hist <- AMV(data = hist, data_lats = lat, data_lons = lon, type = 'hist')

## Decadal predictions

dcpp <- array(1:100, dim = c(sdate = 5, lat = 19, lon = 37, fmonth = 24, member = 5))
lat <- seq(-90, 90, 10)

lon <- seq(@, 360, 10)

index_dcpp <- AMV(data = dcpp, data_lats = lat, data_lons = lon, type = 'dcpp', monini = 1)
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AnimateMap Animate Maps of Forecast/Observed Values or Scores Over Forecast
Time

Description

Create animations of maps in an equi-rectangular or stereographic projection, showing the anoma-
lies, the climatologies, the mean InterQuartile Range, Maximum-Mininum, Standard Deviation,
Median Absolute Deviation, the trends, the RMSE, the correlation or the RMSSS, between mod-
elled and observed data along the forecast time (lead-time) for all input experiments and input
observational datasets.

Usage

AnimateMap(
var,
lon,
lat,
toptitle = rep(""”, 11),
sizetit =1,

units = "",
monini = 1,

freq = 12,
msk95lev = FALSE,
brks = NULL,

cols = NULL,

filled.continents = FALSE,
lonmin = 0,

lonmax = 360,
latmin = -90,
latmax = 90,
intlon = 20,
intlat = 30,

drawleg = TRUE,

subsampleg = 1,

colNA = "white",

equi = TRUE,

fileout = c("outputi_animvsltime.gif”, "output2_animvsltime.gif”,
"output3_animvsltime.gif"),

)
Arguments
var Matrix of dimensions (nltime, nlat, nlon) or (nexp/nmod, nltime, nlat, nlon)
or (nexp/nmod, 3/4, nltime, nlat, nlon) or (nexp/nmod, nobs, 3/4, nltime, nlat,
nlon).
lon Vector containing longtitudes (degrees).

lat Vector containing latitudes (degrees).
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toptitle
sizetit
units
monini

freq
msk95lev

brks

cols

11

99 99

c(”,), ...) array of main title for each animation, optional. If RMS, RMSSS,
correlations: first exp with successive obs, then second exp with successive obs,
etc ...

Multiplicative factor to increase title size, optional.
Units, optional.

Starting month between 1 and 12. Default = 1.

1 = yearly, 12 = monthly, 4 = seasonal ...

TRUE/FALSE grid points with dots if 95% significance level reached. Default
= FALSE.

Limits of colour levels, optional. For example: seq(min(var), max(var), (max(var)
- min(var)) / 10).

Vector of colours of length(brks) - 1, optional.

filled.continents

lonmin

lonmax

latmin
latmax
intlon
intlat

drawleg

subsampleg

colNA
equi
fileout

Details

Examples of input:

Continents filled in grey (TRUE) or represented by a black line (FALSE). De-
fault = TRUE. Filling unavailable if crossing Greenwich and equi = TRUE. Fill-
ing unavailable if square = FALSE and equi = TRUE.

Westward limit of the domain to plot (> 0 or < 0). Default : 0 degrees.

Eastward limit of the domain to plot (> 0 or < 0). lonmax > lonmin. Default :
360 degrees.

Southward limit of the domain to plot. Default : -90 degrees.
Northward limit of the domain to plot. Default : 90 degrees.
Interval between longitude ticks on x-axis. Default = 20 degrees.

Interval between latitude ticks on y-axis for equi = TRUE or between latitude
circles for equi = FALSE. Default = 30 degrees.

Draw a colorbar. Can be FALSE only if square = FALSE or equi = FALSE.
Default = TRUE.

Supsampling factor of the interval between ticks on colorbar. Default = 1 =
every colour level.

Color used to represent NA. Default = *white’.
TRUE/FALSE == cylindrical equidistant/stereographic projection. Default: TRUE.

c(”, 7, ...) array of output file name for each animation. If RMS, RMSSS,
correlations : first exp with successive obs, then second exp with successive
obs, etc ...

Arguments to be passed to the method. Only accepts the following graphical

parameters:

adj ann ask bty cex cex.axis cex.lab cex.main cex.sub cin col.axis col.lab col.main
col.sub cra crt csi cxy err family fg fig font font.axis font.lab font.main font.sub

las lheight ljoin Imitre Ity lwd mai mar mex mfcol mfrow mfg mgp mkh oma

omd omi page pch plt pty smo srt tck tcl usr xaxp xaxs xaxt xlog xpd yaxp yaxs

yaxt ylbias ylog.

For more information about the parameters see ‘par‘.

1. Outputs from clim (exp, obs, memb = FALSE): (nmod, nltime, nlat, nlon) or (nobs, nltime,

nlat, nlon)
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2. Model output from load/ano/smoothing: (nmod, nmemb, sdate, nltime, nlat, nlon) then passed
through spread(var, posdim = 2, narm = TRUE) & mean1dim(var, posdim = 3, narm = TRUE)
or through trend(mean1dim(var, 2), posTR =2): (nmod, 3, nltime, nlat, nlon) animates average
along start dates of IQR/MaxMin/SD/MAD across members or trends of the ensemble-mean
computed accross the start dates.

3. model and observed output from load/ano/smoothing: (nmod, nmemb, sdate, nltime, nlat,
nlon) & (nobs, nmemb, sdate, nltime, nlat, nlon) then averaged along members mean1dim(var_exp/var_obs,
posdim = 2): (nmod, sdate, nltime, nlat, nlon) (nobs, sdate, nltime, nlat, nlon) then passed
through corr(exp, obs, posloop = 1, poscor = 2) or RMS(exp, obs, posloop = 1, posRMS = 2):
(nmod, nobs, 3, nltime, nlat, nlon) animates correlations or RMS between each exp & each
obs against leadtime.

Examples

# See ?Load for explanations on the first part of this example

## Not run:

data_path <- system.file('sample_data', package = 's2dv')

expA <- list(name = 'experiment', path = file.path(data_path,
'model/$EXP_NAME$/$STORE_FREQ$_mean/$VAR_NAME$_3hourly',
' $VAR_NAME$_$START_DATES$.nc'))

obsX <- list(name = 'observation', path = file.path(data_path,
' $OBS_NAME$/$STORE_FREQ$_mean/$VAR_NAMES'
'$VAR_NAME$_$YEAR$SMONTHS.nc'))

# Now we are ready to use Load().
startDates <- c('19851101', '19901101"', '19951101', '20001101', '20051101")
sampleData <- Load('tos', list(expA), list(obsX), startDates,

output = 'lonlat', latmin = 27, latmax = 48,

lonmin = -12, lonmax = 40)

## End(Not run)

clim <- Clim(sampleData$mod, sampleData$obs, memb = FALSE)

## Not run:
AnimateMap(clim$clim_exp, sampleData$lon, sampleData$lat,

toptitle = "climatology of decadal prediction”, sizetit = 1,

units = "degree”, brks = seq(270, 300, 3), monini = 11, freq = 12,
msk95lev = FALSE, filled.continents = TRUE, intlon = 10, intlat = 10,
fileout = 'clim_dec.gif")

## End(Not run)
# More examples in s2dverification but are deleted for now

Ano Compute forecast or observation anomalies

Description

This function computes anomalies from a multidimensional data array and a climatology array.

Usage

Ano(data, clim, ncores = NULL)
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Arguments
data A numeric array with named dimensions, representing the model or observa-
tional data to be calculated the anomalies. It should involve all the dimensions
in parameter ’clim’, and it can have more other dimensions.
clim A numeric array with named dimensions, representing the climatologies to be
deducted from parameter ’data’. It can be generated by Clim(). The dimensions
should all be involved in parameter ’data’ with the same length.
ncores An integer indicating the number of cores to use for parallel computation. The
default value is NULL.
Value

An array with same dimensions as parameter ’data’.

Examples

# Load sample data as in Load() example:

example(Load)

clim <- Clim(sampleData$mod, sampleData$obs)

ano_exp <- Ano(sampleData$mod, clim$clim_exp)

ano_obs <- Ano(sampleData$obs, clim$clim_obs)

## Not run:

PlotAno(ano_exp, ano_obs, startDates,
toptitle = 'Anomaly', ytitle = c('K', 'K', 'K"),
legends = '"ERSST', biglab = FALSE)

## End(Not run)

Ano_CrossValid Compute anomalies in cross-validation mode

Description

Compute the anomalies from the arrays of the experimental and observational data output by sub-
tracting the climatologies computed with a leave-one-out cross validation technique and a per-pair
method (Garcia-Serrano and Doblas-Reyes, CD, 2012). Per-pair climatology means that only the
start dates covered by the whole experiments/observational datasets will be used. In other words,
the startdates which do not all have values along ’dat_dim’ dimension of both the ’exp’ and ’obs’
are excluded when computing the climatologies.

Usage

Ano_CrossValid(
exp,
obs,
time_dim = "sdate”,
dat_dim = c("dataset”, "member"),
memb_dim = "member",
memb = TRUE,
ncores = NULL
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Arguments
exp A named numeric array of experimental data, with at least dimensions "time_dim’
and ’dat_dim’.
obs A named numeric array of observational data, same dimensions as parameter
‘exp’ except along ’dat_dim’.
time_dim A character string indicating the name of the time dimension. The default value
is ’sdate’.
dat_dim A character vector indicating the name of the dataset and member dimensions.
When calculating the climatology, if data at one startdate (i.e., "time_dim’) is not
complete along ’dat_dim’, this startdate along ’dat_dim’ will be discarded. If
there is no dataset dimension, it can be NULL. The default value is "c(’dataset’,
’member’)".
memb_dim A character string indicating the name of the member dimension. Only used
when parameter 'memb’ is FALSE. It must be one element in ’dat_dim’. The
default value is 'member’.
memb A logical value indicating whether to subtract the climatology based on the in-
dividual members (TRUE) or the ensemble mean over all members (FALSE)
when calculating the anomalies. The default value is TRUE.
ncores An integer indicating the number of cores to use for parallel computation. The
default value is NULL.
Value
A list of 2:
$exp A numeric array with the same dimensions as ’exp’. The dimension order may
change.
$obs A numeric array with the same dimensions as "obs’. The dimension order may
change.
Examples

# Load sample data as in Load() example:

example(Load)

anomalies <- Ano_CrossValid(sampleData$mod, sampleData$obs)

## Not run:

PlotAno(anomalies$exp, anomalies$obs, startDates,
toptitle = paste('anomalies'), ytitle = c('K', 'K', 'K'),
legends = "ERSST', biglab = FALSE)

## End(Not run)

Bias Compute the Mean Bias

Description

The Mean Bias or Mean Error (Wilks, 2011) is defined as the mean difference between the ensemble
mean forecast and the observations. It is a deterministic metric. Positive values indicate that the
forecasts are on average too high and negative values indicate that the forecasts are on average too
low. It also allows to compute the Absolute Mean Bias or bias without temporal mean. If there is
more than one dataset, the result will be computed for each pair of exp and obs data.
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Usage

Bias(

exp,
obs,

time_dim = "sdate",

memb_dim = NULL,
dat_dim = NULL,
na.rm = FALSE,
absolute = FALSE,
time_mean = TRUE,
ncores = NULL
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Arguments

exp

obs
time_dim

memb_dim

dat_dim
na.rm
absolute
time_mean

ncores

Value

A named numerical array of the forecast with at least time dimension.

A named numerical array of the observation with at least time dimension. The
dimensions must be the same as ’exp’ except 'memb_dim’ and ’dat_dim’.

A character string indicating the name of the time dimension. The default value
is ’sdate’.

A character string indicating the name of the member dimension to compute the
ensemble mean; it should be set to NULL if the parameter "exp’ is already the
ensemble mean. The default value is NULL.

A character string indicating the name of dataset dimension. The length of this
dimension can be different between ’exp’ and "obs’. The default value is NULL.
A logical value indicating if NAs should be removed (TRUE) or kept (FALSE)
for computation. The default value is FALSE.

A logical value indicating whether to compute the absolute bias. The default
value is FALSE.

A logical value indicating whether to compute the temporal mean of the bias.
The default value is TRUE.

An integer indicating the number of cores to use for parallel computation. The
default value is NULL.

A numerical array of bias with dimensions c(nexp, nobs, the rest dimensions of ’exp’ except
’time_dim’ (if time_mean = T) and 'memb_dim’). nexp is the number of experiment (i.e., *dat_dim’
in exp), and nobs is the number of observation (i.e., ’dat_dim’ in obs). If dat_dim is NULL, nexp
and nobs are omitted.

References

Wilks, 2011; https://doi.org/10.1016/B978-0-12-385022-5.00008-7

Examples

exp <- array(rnorm(1000), dim = c(dat = 1, lat = 3, lon

5, member = 10, sdate = 50))

obs <- array(rnorm(1000), dim = c(dat = 1, lat = 3, lon = 5, sdate = 50))
bias <- Bias(exp = exp, obs = obs, memb_dim = 'member"')
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BrierScore

BrierScore

Compute Brier score, its decomposition, and Brier skill score

Description

Compute the Brier score (BS) and the components of its standard decompostion with the two within-
bin components described in Stephenson et al., (2008). It also returns the bias-corrected decompo-
sition of the BS (Ferro and Fricker, 2012). BSS has the climatology as the reference forecast.

Usage
BrierScore(
exp,
obs,
thresholds = seq(0.1, 0.9, 0.1),
time_dim = "sdate",
dat_dim = NULL,
memb_dim = NULL,
ncores =
)
Arguments
exp A vector or a numeric array with named dimensions. It should be the predicted
probabilities which are within the range [0, 1] if memb_dim doesn’t exist. If it
has memb_dim, the value should be 0 or 1, and the predicted probabilities will
be computed by ensemble mean. The dimensions must at least have "time_dim’.
range [0, 1].
obs A numeric array with named dimensions of the binary observations (0 or 1). The
dimension must be the same as ’exp’ except memb_dim, which is optional. If
it has 'memb_dim’, then the length must be 1. The length of ’dat_dim’ can be
different from ’exp’ if it has.
thresholds A numeric vector used to bin the forecasts. The default value is seq(0.1,0.9,0.1),
which means that the bins are [0,0.1),[0.1,0.2),... [0.9,1].
time_dim A character string indicating the name of dimension along which Brier score is
computed. The default value is ’sdate’.
dat_dim A character string indicating the name of dataset dimension in ’exp’ and "obs’.
The length of this dimension can be different between ’exp’ and ’obs’. The
default value is NULL.
memb_dim A character string of the name of the member dimension in ’exp’ (and ’obs’,
optional). The function will do the ensemble mean over this dimension. If there
is no member dimension, set NULL. The default value is NULL.
ncores An integer indicating the number of cores to use for parallel computation. The
default value is NULL.
Value

A list that contains:

$rel

standard reliability
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$res standard resolution
$unc standard uncertainty
$bs Brier score

$bs_check_res rel -res + unc
$bss_res res - rel / unc

$gres generalized resolution
$bs_check_gres rel - gres + unc

$bss_gres gres - rel / unc
$rel_bias_corrected
bias - corrected rel
$gres_bias_corrected
bias - corrected gres
$unc_bias_corrected
bias - corrected unc
$bss_bias_corrected
gres_bias_corrected - rel_bias_corrected / unc_bias_corrected

$nk number of forecast in each bin
$fkbar average probability of each bin
$okbar relative frequency that the observed event occurred

The data type and dimensions of the items depend on if the input ’exp’ and "obs’ are:

(a) Vectors

(b) Arrays with ’dat_dim’ specified

(c) Arrays with no ’dat_dim’ specified

Items 'rel’, 'res’, "unc’, ’bs’, ’bs_check_res’, ’bss_res’, ’gres’, ’bs_check_gres’, *bss_gres’, 'rel_bias_corrected’,
’gres_bias_corrected’, "unc_bias_corrected’, and "bss_bias_corrected’ are (a) a number (b) an ar-
ray with dimensions c(nexp, nobs, all the rest dimensions in ’exp’ and "obs’ except 'time_dim’ and
’memb_dim’) (c) an array with dimensions of ’exp’ and ’obs’ except 'time_dim’ and *'memb_dim’
Items 'nk’, ’fkbar’, and "okbar’ are (a) a vector of length of bin number determined by ’threshold’
(b) an array with dimensions c(nexp, nobs, no. of bins, all the rest dimensions in ’exp’ and ’obs’ ex-
cept "time_dim’ and 'memb_dim’) (c) an array with dimensions c(no. of bin, all the rest dimensions
in ’exp’ and ’obs’ except 'time_dim’ and *'memb_dim’)

References

Wilks (2006) Statistical Methods in the Atmospheric Sciences.

Stephenson et al. (2008). Two extra components in the Brier score decomposition. Weather and
Forecasting, 23: 752-757.

Ferro and Fricker (2012). A bias-corrected decomposition of the BS. Quarterly Journal of the Royal
Meteorological Society, DOI: 10.1002/qj.1924.

Examples

# Inputs are vectors

exp <- runif(10)

obs <- round(exp)

X <- BrierScore(exp, obs)

# Inputs are arrays
example(Load)
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clim <- Clim(sampleData$mod, sampleData$obs)
ano_exp <- Ano(sampleData$mod, clim$clim_exp)
ano_obs <- Ano(sampleData$obs, clim$clim_obs)
bins_ano_exp <- ProbBins(ano_exp, thr = c(1/3, 2/3))
bins_ano_obs <- ProbBins(ano_obs, thr = c(1/3, 2/3))

res <- BrierScore(bins_ano_exp, MeanDims(bins_ano_obs, 'member'), memb_dim = 'member')
CDORemap Interpolate arrays with longitude and latitude dimensions using CDO
Description

This function takes as inputs a multidimensional array (optional), a vector or matrix of longitudes, a
vector or matrix of latitudes, a destination grid specification, and the name of a method to be used to
interpolate (one of those available in the ‘remap’ utility in CDO). The interpolated array is returned
(if provided) together with the new longitudes and latitudes.

CDORemap () permutes by default the dimensions of the input array (if needed), splits it in chunks
(CDO can work with data arrays of up to 4 dimensions), generates a file with the data of each chunk,
interpolates it with CDO, reads it back into R and merges it into a result array. If no input array is
provided, the longitude and latitude vectors will be transformed only. If the array is already on the
desired destination grid, no transformation is performed (this behvaiour works only for lonlat and
gaussian grids).

Any metadata attached to the input data array, longitudes or latitudes will be preserved or accord-
ingly modified.

Usage

CDORemap (
data_array = NULL,
lons,
lats,
grid,
method,
avoid_writes = TRUE,
crop = TRUE,
force_remap = FALSE,
write_dir = tempdir()

)
Arguments
data_array Multidimensional numeric array to be interpolated. If provided, it must have
at least a longitude and a latitude dimensions, identified by the array dimen-
sion names. The names for these dimensions must be one of the recognized by
s2dverification (can be checked with s2dv: : : .KnownLonNames () and s2dv: : : .KnownLatNames()).
lons Numeric vector or array of longitudes of the centers of the grid cells. Its size

must match the size of the longitude/latitude dimensions of the input array.
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lats

grid

method

avoid_writes

crop

force_remap

write_dir

Value

19

Numeric vector or array of latitudes of the centers of the grid cells. Its size must
match the size of the longitude/latitude dimensions of the input array.

Character string specifying either a name of a target grid (recognized by CDO;
e.g.: 'r256x128’, *t106grid’) or a path to another NetCDF file which to read the
target grid from (a single grid must be defined in such file).

Character string specifying an interpolation method (recognized by CDO; e.g.:
“con’, ’bil’, *bic’, ’dis’, con2’, ’laf’, 'nn’). The following long names are also
supported: ’conservative’, ’bilinear’, ’bicubic’ and ’distance-weighted’.

The step of permutation is needed when the input array has more than 3 dimen-
sions and none of the longitude or latitude dimensions in the right-most position
(CDO would not accept it without permuting previously). This step, executed
by default when needed, can be avoided for the price of writing more intermedi-
ate files (whis usually is unconvenient) by setting the parameter avoid_writes
= TRUE.

Whether to crop the data after interpolation with "cdo sellonlatbox’ (TRUE) or
to extend interpolated data to the whole world as CDO does by default (FALSE).
The default value is TRUE.

e If crop = TRUE, the longitude and latitude borders to be cropped at are taken
as the limits of the cells at the borders (not the values of ’lons’ and ’lats’,
which are perceived as cell centers), i.e., the resulting array will contain data
that covers the same area as the input array. This is equivalent to specifying
crop = 'preserve’, i.e., preserving area. Notice that the longitude range
of returning array will follow the original data ’lons’ instead of the target
grid “grid’.

 If crop = FALSE, the returning array is not cropped, i.e., a global domain,
and the longitude range will be the same as the target grid *grid’.

* If crop="tight', the borders to be cropped at are taken as the minimum
and maximum cell centers in ’lons’ and ’lats’, i.e., the area covered by the
resulting array may be smaller if interpolating from a coarse grid to a fine
grid.

* The parameter ’crop’ also accepts a numeric vector of customized borders
to be cropped at:
c(western border, eastern border, southern border, northern border).

Whether to force remapping, even if the input data array is already on the target
grid.

Path to the directory where to create the intermediate files for CDO to work. By
default, the R session temporary directory is used (tempdir()).

A list with the following components:

’data_array’

’lons’

’lats’

The interpolated data array (if an input array is provided at all, NULL other-
wise).

The longitudes of the data on the destination grid.

The latitudes of the data on the destination grid.
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Examples

## Not run:

# Interpolating only vectors of longitudes and latitudes
lon <- seq(@, 360 - 360/50, length.out = 50)

lat <- seq(-90, 90, length.out = 25)

tas2 <- CDORemap(NULL, lon, lat, 't17@grid', 'bil', TRUE)

# Minimal array interpolation

tas <- array(1:50, dim = c(25, 50))

names(dim(tas)) <- c('lat', 'lon')

lon <- seq(@, 360 - 360/50, length.out = 50)

lat <- seq(-90, 90, length.out = 25)

tas2 <- CDORemap(tas, lon, lat, 't170grid', 'bil', TRUE)

# Metadata can be attached to the inputs. It will be preserved and
# accordignly modified.
tas <- array(1:50, dim = c(25, 50))
names(dim(tas)) <- c('lat', 'lon')
lon <- seq(@, 360 - 360/50, length.out = 50)
metadata <- list(lon = list(units = 'degrees_east'))
attr(lon, 'variables') <- metadata
lat <- seq(-90, 90, length.out = 25)
metadata <- list(lat = list(units = 'degrees_north'))
attr(lat, 'variables') <- metadata
metadata <- list(tas = list(dim = list(lat = list(len = 25,
vals = lat),
lon = list(len = 50,
vals = lon)
)
attr(tas, 'variables') <- metadata
tas2 <- CDORemap(tas, lon, lat, 't17@grid', 'bil', TRUE)

# Arrays of any number of dimensions in any order can be provided.
num_lats <- 25
num_lons <- 50
tas <- array(1:(10*num_lats*10@*num_lons*10Q),
dim = ¢(10, num_lats, 10, num_lons, 10))
names(dim(tas)) <- c('a', 'lat', 'b', 'lon', 'c")
lon <- seq(@, 360 - 360/num_lons, length.out = num_lons)
metadata <- list(lon = list(units = 'degrees_east'))
attr(lon, 'variables') <- metadata
lat <- seq(-90, 90, length.out = num_lats)
metadata <- list(lat = list(units = 'degrees_north'))
attr(lat, 'variables') <- metadata
metadata <- list(tas = list(dim = list(a = list(),
lat = list(len = num_lats,
vals = lat),
b = list(),
lon = list(len = num_lons,
vals = lon),
c = list()
)))
attr(tas, 'variables') <- metadata
tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil', TRUE)

# The step of permutation can be avoided but more intermediate file writes

# will be performed.

CDORemap
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tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil', FALSE)

# If the provided array has the longitude or latitude dimension in the
# right-most position, the same number of file writes will be performed,
# even if avoid_wrties = FALSE.
num_lats <- 25
num_lons <- 50
tas <- array(1:(10xnum_lats*1@*num_lons*10Q),
dim = ¢(10, num_lats, 10, num_lons))
names(dim(tas)) <- c('a', 'lat', 'b', 'lon')
lon <- seq(@, 360 - 360/num_lons, length.out = num_lons)
metadata <- list(lon = list(units = 'degrees_east'))
attr(lon, 'variables') <- metadata
lat <- seq(-90, 90, length.out = num_lats)
metadata <- list(lat = list(units = 'degrees_north'))
attr(lat, 'variables') <- metadata
metadata <- list(tas = list(dim = list(a = list(),
lat = list(len = num_lats,
vals = lat),
b = list(),
lon = list(len = num_lons,
vals = lon)
D))
attr(tas, 'variables') <- metadata
tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil', TRUE)
tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil', FALSE)

# An example of an interpolation from and onto a rectangular regular grid
num_lats <- 25
num_lons <- 50
tas <- array(1:(1*num_lats*num_lons), dim = c(num_lats, num_lons))
names(dim(tas)) <- c('y', 'x")
lon <- array(seq(@, 360 - 360/num_lons, length.out = num_lons),
dim = c(num_lons, num_lats))
metadata <- list(lon = list(units = 'degrees_east'))
names(dim(lon)) <- c('x", 'y")
attr(lon, 'variables') <- metadata
lat <- t(array(seq(-90, 90, length.out = num_lats),
dim = c(num_lats, num_lons)))
metadata <- list(lat = list(units = 'degrees_north'))
names(dim(lat)) <- c('x", 'y")
attr(lat, 'variables') <- metadata
tas2 <- CDORemap(tas, lon, lat, 'r100x50', 'bil')

# An example of an interpolation from an irregular grid onto a gaussian grid
num_lats <- 25
num_lons <- 50
tas <- array(1:(10*num_lats*1@*num_lons*10Q),
dim = c¢(10, num_lats, 10, num_lons))
names(dim(tas)) <- c('a', 'j', 'b', 'i")
lon <- array(seq(@, 360 - 360/num_lons, length.out = num_lons),
dim = c(num_lons, num_lats))
metadata <- list(lon = list(units = 'degrees_east'))
names(dim(lon)) <- c('i", 'j")
attr(lon, 'variables') <- metadata
lat <- t(array(seq(-90, 90, length.out = num_lats),
dim = c(num_lats, num_lons)))

21
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metadata <- list(lat = list(units = 'degrees_north'))

names(dim(lat)) <- c('i", 'j")
attr(lat, 'variables') <- metadata
tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil'")

# Again, the dimensions can be in any order
num_lats <- 25
num_lons <- 50
tas <- array(1:(10*num_lats*1@*num_lons),

dim = ¢(10, num_lats, 10, num_lons))
names(dim(tas)) <- c('a', 'j', 'b', 'i")

lon <- array(seq(@, 360 - 360/num_lons, length.out = num_lons),

dim = c(num_lons, num_lats))
names(dim(lon)) <- c('i', 'j")

lat <- t(array(seq(-90, 90, length.out = num_lats),

dim = c(num_lats, num_lons)))
names(dim(lat)) <- c('i', 'j")
tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil'")

tas2 <- CDORemap(tas, lon, lat, 't17grid', 'bil', FALSE)
# It is ossible to specify an external NetCDF file as target grid reference
tas2 <- CDORemap(tas, lon, lat, 'external_file.nc',

## End(Not run)

Clim

Clim Compute Bias Corrected Climatologies

Description

This function computes per-pair climatologies for the experimental and observational data using

one of the following methods:

1. per-pair method (Garcia-Serrano and Doblas-Reyes, CD, 2012 https://doi.org/10.1007/s00382-

012-1413-1)

2. Kharin method (Kharin et al, GRL, 2012 https://doi.org/10.1029/2012GL052647)
3. Fuckar method (Fuckar et al, GRL, 2014 https://doi.org/10.1002/2014GL060815)

Per-pair climatology means that only the startdates covered by the whole experiments/observational
dataset will be used. In other words, the startdates which are not all available along ’dat_dim’
dimension of both the ’exp’ and ’obs’ are excluded when computing the climatologies. Kharin
method is the linear trend bias correction method, and Fuckar method is the initial condition bias

correction method. The two methods both do the per-pair correction beforehand.

Usage

Clim(
exp,
obs,
time_dim = "sdate",
dat_dim = c("dataset”, "member"),
method = "clim",
ftime_dim = "ftime",

memb = TRUE,
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memb_dim = "member",

na.rm = TRUE,
ncores = NULL

Arguments

exp

obs

time_dim

dat_dim

method

ftime_dim

memb

memb_dim

na.rm

ncores

Value

A list of 2:

$clim_exp

$clim_obs

Examples

A named numeric array of experimental data with at least dimension "time_dim’.

A named numeric array of observational data that has the same dimension as
‘exp’ except “dat_dim’.

A character string indicating the name of dimension along which the climatolo-
gies are computed. The default value is ’sdate’.

A character vector indicating the name of the dataset and member dimensions.
If data at one startdate (i.e., 'time_dim’) are not complete along ’dat_dim’, this
startdate along ’dat_dim’ will be discarded. If there is no dataset dimension, it
can be NULL, however, it will be more efficient to simply use mean() to do the
calculation. The default value is "c(’dataset’, 'member’)".

A character string indicating the method to be used. The options include ’clim’
(per-pair method), *kharin’ (Kharin method), and '"NDV’ (Fuckar method). The
default value is ’clim’.

A character string indicating the name of forecast time dimension. Only used
when method = "NDV’. The default value is ’ftime’.

A logical value indicating whether to remain *'memb_dim’ dimension (TRUE)
or do ensemble mean over 'memb_dim’ (FALSE). The default value is TRUE.

A character string indicating the name of the member dimension. Only used
when parameter 'memb’ is FALSE. It must be one element in ’dat_dim’. The
default value is "'member’.

A logical value indicating whether to remove NA values along ’time_dim’ when
calculating climatology (TRUE) or return NA if there is NA along ’time_dim’
(FALSE). The default value is TRUE.

An integer indicating the number of cores to use for parallel computation. The
default value is NULL.

A numeric array with the same dimensions as parameter ’exp’ but dimension
’time_dim’ is moved to the first position. If parameter *'method’ is ’clim’, di-
mension 'time_dim’ is removed. If parameter 'memb’ is FALSE, dimension
’memb_dim’ is also removed.

A numeric array with the same dimensions as parameter *obs’ except dimension
"time_dim’ is removed. If parameter ’'memb’ is FALSE, dimension 'memb_dim’
is also removed.

# Load sample data as in Load() example:

example(Load)

clim <- Clim(sampleData$mod, sampleData$obs)
clim2 <- Clim(sampleData$mod, sampleData$obs, method = 'kharin', memb = FALSE)
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## Not run:

PlotClim(clim$clim_exp, clim$clim_obs,
toptitle = paste('sea surface temperature climatologies'),
ytitle = 'K', monini = 11, listexp = c('CMIP5 IC3'),
listobs = c('ERSST'), biglab = FALSE)

## End(Not run)

Cluster

clim.palette Generate Climate Color Palettes

Description

Generates a colorblind friendly color palette with color ranges useful in climate temperature variable

plotting.

Usage

clim.palette(palette = "bluered”)

clim.colors(n, palette = "bluered")
Arguments
palette Which type of palette to generate: from blue through white to red ("bluered’),

from red through white to blue ('redblue’), from yellow through orange to red

(’yellowred’), or from red through orange to red (‘redyellow’).

n Number of colors to generate.

Examples

lims <- seq(-1, 1, length.out = 21)
ColorBar(lims, color_fun = clim.palette('redyellow'))

cols <- clim.colors(20)
ColorBar(lims, cols)

Cluster K-means Clustering

Description

Compute cluster centers and their time series of occurrences, with the K-means clustering method
using Euclidean distance, of an array of input data with any number of dimensions that at least
contain time_dim. Specifically, it partitions the array along time axis in K groups or clusters in
which each space vector/array belongs to (i.e., is a member of) the cluster with the nearest center
or centroid. This function is a wrapper of kmeans() and relies on the NbClust package (Charrad et
al., 2014 JSS) to determine the optimal number of clusters used for K-means clustering if it is not

provided by users.
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Usage
Cluster(
data,
weights = NULL,
time_dim = "sdate",
space_dim = NULL,
nclusters = NULL,
index = "sdindex",
ncores = NULL
)
Arguments
data A numeric array with named dimensions that at least have ’time_dim’ cor-
responding to time and ’space_dim’ (optional) corresponding to either area-
averages over a series of domains or the grid points for any sptial grid structure.
weights A numeric array with named dimension of multiplicative weights based on the
areas covering each domain/region or grid-cell of ’data’. The dimensions must
be equal to the ’space_dim’ in ’data’. The default value is NULL which means
no weighting is applied.
time_dim A character string indicating the name of time dimension in ’data’. The default
value is ’sdate’.
space_dim A character vector indicating the names of spatial dimensions in ’data’. The
default value is NULL.
nclusters A positive integer K that must be bigger than 1 indicating the number of clusters
to be computed, or K initial cluster centers to be used in the method. The default
value is NULL, which means that the number of clusters will be determined by
NbClust(). The parameter 'index’ therefore needs to be specified for NbClust()
to find the optimal number of clusters to be used for K-means clustering calcu-
lation.
index A character string of the validity index from NbClust package that can be used
to determine optimal K if K is not specified with ’nclusters’. The default value
is ’sdindex’ (Halkidi et al. 2001, JIIS). Other indices available in NBClust are
"k1", "ch", "hartigan", "ccc", "scott", "marriot", "trcovw", "tracew", "friedman",
"rubin", "cindex", "db", "silhouette", "duda”, "pseudot2", "beale", "ratkowsky",
"ball", "ptbiserial"”, "gap", "frey", "mcclain”, "gamma", "gplus", "tau", "dunn",
"hubert", "sdindex", and "sdbw". One can also use all of them with the op-
tion ’alllong’ or almost all indices except gap, gamma, gplus and tau with *all’,
when the optimal number of clusters K is detremined by the majority rule (the
maximum of histogram of the results of all indices with finite solutions). Use
of some indices on a big and/or unstructured dataset can be computationally
intense and/or could lead to numerical singularity.
ncores An integer indicating the number of cores to use for parallel computation. The
default value is NULL.
Value

A list containing:

$cluster

An integer array of the occurrence of a cluster along time, i.e., when certain data
member in time is allocated to a specific cluster. The dimensions are same as
’data’ without ’space_dim’.
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$centers

$totss

$withinss

$tot.withinss

$betweenss

$size

$iter

$ifault

References

Cluster

A numeric array of cluster centres or centroids (e.g. [1:K, 1:spatial degrees
of freedom]). The rest dimensions are same as ’data’ except "time_dim’ and
’space_dim’.

A numeric array of the total sum of squares. The dimensions are same as ’data’
except 'time_dim’ and ’space_dim’.

A numeric array of within-cluster sum of squares, one component per cluster.
The first dimenion is the number of cluster, and the rest dimensions are same as
’data’ except "time_dim’ and ’space_dim’.

A numeric array of the total within-cluster sum of squares, i.e., sum(withinss).
The dimensions are same as ’data’ except "time_dim’ and ’space_dim’.

A numeric array of the between-cluster sum of squares, i.e. totss-tot.withinss.
The dimensions are same as ’data’ except "time_dim’ and ’space_dim’.

A numeric array of the number of points in each cluster. The first dimenion is the
number of cluster, and the rest dimensions are same as ’data’ except ’time_dim’
and ’space_dim’.

A numeric array of the number of (outer) iterations. The dimensions are same
as ’data’ except "time_dim’ and ’space_dim’.

A numeric array of an indicator of a possible algorithm problem. The dimen-
sions are same as 'data’ except 'time_dim’ and ’space_dim’.

Wilks, 2011, Statistical Methods in the Atmospheric Sciences, 3rd ed., Elsevire, pp 676.

Examples

# Generating synthetic data

al <- array(dim
meanl <- @
sdl <- 0.3

co <- seq(1, 200)

c(200, 4))

cl <- sort(sample(x = 1:200, size = sample(x = 50:150, size = 1), replace = FALSE))

x1 <= c(1, 1, 1,
for (i1 in c1) {

»

al[i1l, ] <= x1 + rnorm(4, mean = meanl, sd = sd1)

3

clp5 <- cO[!(cO %in% c1)]

c2 <- clp5Lseq(1,

length(c1p5), 2)]

x2 <- c(2, 2, 4, 4)

for (i2 in c2) {

all[i2, ] <= x2 + rnorm(4, mean = meanl, sd = sd1)

}

c3 <- clp5Lseq(2,

x3 <- c(3, 3, 1,
for (i3 in c¢3) {

length(c1p5), 2)]
1)

alli3, ] <= x3 + rnorm(4, mean = meanl, sd = sd1)

}

# Computing the clusters
names(dim(al)) <- c('sdate', 'space')
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resl <- Cluster(data = al, weights = array(1, dim = dim(a1)[2]), nclusters = 3)
res2 <- Cluster(data = al, weights = array(1, dim = dim(a1)[2]))

ColorBar Draws a Color Bar

Description

Generates a color bar to use as colouring function for map plots and optionally draws it (horizon-
tally or vertically) to be added to map multipanels or plots. It is possible to draw triangles at the
ends of the colour bar to represent values that go beyond the range of interest. A number of options
is provided to adjust the colours and the position and size of the components. The drawn colour bar
spans a whole figure region and is compatible with figure layouts.

The generated colour bar consists of a set of breaks that define the length(brks) - 1 intervals to
classify each of the values in each of the grid cells of a two-dimensional field. The corresponding

grid cell of a given value of the field will be coloured in function of the interval it belongs to.

The only mandatory parameters are ’var_limits’ or "brks’ (in its second format, see below).

Usage
ColorBar(
brks = NULL,
cols = NULL,

vertical = TRUE,

subsampleg = NULL,
bar_limits = NULL,
var_limits = NULL,
triangle_ends = NULL,
col_inf = NULL,

col_sup = NULL,

color_fun = clim.palette(),
plot = TRUE,

draw_ticks = TRUE,
draw_separators = FALSE,
triangle_ends_scale = 1,
extra_labels = NULL,

title = NULL,

title_scale = 1,
label_scale = 1,

tick_scale = 1,

extra_margin = rep(0, 4),
label_digits = 4,
)
Arguments

brks Can be provided in two formats:
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cols

vertical

subsampleg

bar_limits

var_limits

triangle_ends

col_inf

ColorBar

* A single value with the number of breaks to be generated automatically,
between the minimum and maximum specified in ’var_limits’ (both inclu-
sive). Hence the parameter ’var_limits’ is mandatory if "brks’ is provided
with this format. If ’bar_limits’ is additionally provided, values only be-
tween “bar_limits’ will be generated. The higher the value of "brks’, the
smoother the plot will look.

¢ A vector with the actual values of the desired breaks. Values will be re-
ordered by force to ascending order. If provided in this format, no other
parameters are required to generate/plot the colour bar.

This parameter is optional if *var_limits’ is specified. If *brks’ not specified but
“cols’ is specified, it will take as value length(cols) + 1. If "cols’ is not specified
either, brks’ will take 21 as value.

Vector of length(brks) - 1 valid colour identifiers, for each interval defined by
the breaks. This parameter is optional and will be filled in with a vector of
length(brks) - 1 colours generated with the function provided in ’color_fun’
(clim.colors by default).

“cols’ can have one additional colour at the beginning and/or at the end with
the aim to colour field values beyond the range of interest represented in the
colour bar. If any of these extra colours is provided, parameter ’triangle_ends’
becomes mandatory in order to disambiguate which of the ends the colours have
been provided for.

TRUE/FALSE for vertical/horizontal colour 