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● We investigate the NH sea ice extent (SIE) in a 
set of CMIP5 models used for seasonal forecast 
with full-field initialization (1981-2010 period): 
EC-Earth2.3, CNRM-CM5, MPI-ESM-LR, MPI-
ESM-MR, MPI-ESM-HR, CanCM3 and CanCM4 
 

● Even with the best possible forcing, BC and IC 
model drift and bias can be > signal of interest 
à bias correction is necessary to asses skill  
 

● Arctic sea ice cover in this set of models has 
typically different long-term mean, change and 
interannual variability than the observed one  
à can utilizing a hierarchy of bias correction 

methods yield better prediction skill? 
 

● Is there a difference in prediction skill of the 
Atlantic and Pacific sector of the Arctic? 
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a posteriori correction of model biases [IPO, 2011]. For the near-term climate predictions83

advancements in determining the most suitable initial conditions (IC) and development84

of post-processing bias-reduction methods o↵er substantial potential for improvement of85

model skill and practical applications [refs].86

The mean bias correction replaces the long-term mean of a model variable with the87

long-term mean of OBS at each lead time [Goddard et al., 2013]. Specifically, in this stan-88

dard approach, the par-pair method provides a significant improvement of climate fore-89

casts by using the same years to estimate the observed and model climatologies [Garćıa-90

Serrano and Doblas-Reyes , 2012]. Let’s consider a set of ”raw” model forecastsm
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Predicted climate response to natural and anthropogenic external forcing in principle100

can not be identical to OBS due to model deficiencies. Some climate models, beside the101

mean bias, also exhibit a substantially di↵erent long-term linear trend than OBS, hence102

they have conditional bias in time, i.e., a persistent forecast drift that is dependent on103

the initial time. To account for this a more general adjustment method than transforma-104

tion (2) assumes a linear behavior of bias with the initial year [Kharin et al., 2012] and105

represents the model forecast and OBS as106
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Such a more versatile post-processing adjustment encompasses the mean bias correction110

as the first order e↵ect, but it can also account for systematic di↵erence in the forecasted111

and observed long-term trend [Fyfe et al., 2011; Kharin et al., 2012].112

Furthermore, dependance of the forecast bias and skill on the state of internal variability113

(most importantly on the ENSO phase and magnitude) was shown in seasonal predictions114

[Goddard and Diley, 2005; one more] and studies of decadal predictability [Collins et115

al., 2006; Branstator and Teng, 2010]. Hence we see the need for a new method for116
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●	
  The	
  mean	
  bias	
  correc/on	
  method	
  –	
  can	
  account	
  for	
  error	
  in	
  mean	
  

●	
  The	
  trend	
  bias	
  correc/on	
  method	
  –	
  can	
  account	
  for	
  error	
  in	
  lin.	
  trend	
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bias correction that should combine the influence of the potential linear trend in model117

bias and sensitivity to the observed state of natural variability (e.g., to incorporate how118

model skill increases during ENSO events with large amplitude) . We propose that the119

assumption of linear dependance of a bias on monthly mean OBS at lead time 0 is the120

simplest possible one to accomplish this and represent the model forecast and OBS as121
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The new linear method for a-posteriori adjustment of climate forecasts also incorpo-125

rates the mean bias correction as the first order term. In the next section we compare126

performance of these three methods for bias correction of climate forecasts over the mod-127

ern satellite era on OBS initialized hindcasts produced with the EC-Earth2.3 under the128

CMIP5 protocol for decadal predictions.129
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●	
  The	
  IC	
  bias	
  correc/on	
  method	
  -­‐	
  	
  can	
  take	
  into	
  account	
  interannual	
  
variability	
  in	
  ini5al	
  condi5ons	
  

m	
  -­‐	
  “raw”	
  forecast,	
  	
  
o	
  -­‐	
  obs/analysis,	
  
i	
  –	
  start	
  date	
  (year),	
  	
  
l	
  -­‐	
  forecast	
  :me	
  

Instantaneous	
  IC	
  is	
  too	
  noisy	
  ⇒	
  smoothing	
  OBS	
  IC	
  in	
  5me	
  
is	
  cri5cal	
  for	
  monthly	
  and	
  longer-­‐term	
  predic5ons	
  	
  

Implemented:	
  	
  o(IC)i=oi,1	
  (average	
  over	
  the	
  first	
  forecast	
  month)	
  

→ NH sea ice cover in winter is more predictable than in summer  
 

→ Annual cycle of sea ice in the Pacific sector of the Arctic has smaller 
amplitude than in the Atlantic sector  
 

→ IC (trend) bias correction method offers potential for an improvement of 
prediction skill in MJJ (JAS/ASO) initialized on May 1st  
  

→ In summer sea ice in the Atlantic sector of the Arctic is more predictable 
than sea ice in the Pacific sector 
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For example, observed negative trend in September NH SIE 
(from 1979) is about twice as strong as the one in EC-Eath2.3 
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In boreal winter different bias correction methods offer no 
significant improvements in prediction skill, while Atlantic and 
Pacific sector of the Arctic are equally predictable 
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