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HPC for Earth Sciences Team at BSC
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• Knowledge about:

• Mathematical and computational aspects of Earth system models (ESMs)

• HPC adaptation and development

• Support on computational performance analysis and optimization

• Research on different HPC topics, including GPUs, reproducibility, RISC-V co-design, etc.



• New CMIP Task team: Collection CPMIPs and Carbon Footprint for CMIP7

CPMIP
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• Outcome → Multi-model multi-platform performance study

- Supervise & standardise the collection for CMIP7

- Analyse & publish results (ESGF?)

- Improve performance by identifying machine/model 
bottlenecks)

• EC-Earth4

- Be ready for the collection

- Automatisation is key (e.g. auto-ece4)

- Collect during spin-up runs -> increased throughput 
production

CPMIP
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Automatic report by Autosubmit



Load-balance for Coupled ESMs
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Load-balance is one key limiting factors of coupled ESMs performance.
Average CMIP6 12.8% (Acosta et. al. 2024)

Coupling Synchronization Load imbalance Parallel inefficiency

https://doi.org/10.5194/gmd-17-3081-2024


Load-balance for Coupled ESMs
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- A tool to automatically minimize the performance loss on 

the coupling for ESMs by:

- Minimizing synchronization cost

- Finding a good resource configuration for the 

components based on specified Energy-to-Solution / 

Time-to-Solution criteria

- Easy to adopt by the climate community → integrated into 

climate workflows, directly compatible with OASIS Coupler

- Tested portability to HPC platforms (HPC2020, MeluXina, 

MareNostrum 4, MareNostrum 5)

Auto Load-Balance Workflow

Imbalanced 
experiment

1

Automatic 
iterative 
process

2

Improved 
performance
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Profiling and optimization
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Preliminary scalability of EC-Earth4 - OpenIFS 48 on MareNostrum 5

One month simulation of OpenIFS 48 (TL255L91)
In 1 node, 8 OpenMP threads per task

One month simulation of OpenIFS 48 (TL255L91)
14 MPI tasks per node, 8 OpenMP threads per task



Profiling and optimization
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Preliminary profiling of EC-Earth 4 on MN5 running TL255L91 and eORCA1.



M7 mixed precision

9

Objective: 
To determine which parts of the code can effectively use lower precision without compromising the 
quality of the results.  

Followed steps and challenges:

• OpenIFS - M7:
- Compilation: building the code inside a 

container and on MareNostrum5.
- Running the tests: gathering the 

necessary data for the tests and 
successfully running the tests in both 
environments.

• AutoRPE tool:
- Preprocessed sources: AutoRPE works on code 

that can be compiled.
⋆ Different build-system makes harder to obtain the 

preprocessed files
- Adapting the tool to new code: 

⋆ Identify the files to be modified by the tool
⋆ Adapt the tool to different Fortran coding styles



Climate Model Replicability
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•



Metrics Tests Reports

● RK08 score 

● Bias score

● RMSE score

● combined score

● T-test (Welsh’s t-test)

● U-test (Mann–Whitney test)

● Bootstrap test

● Kolmogorov-Smirnov test

● Time series plots (ensemble mean and spread 
for both ensembles)

● Spatial differences plots
● Matrix plot (see next slide)

Climate Model Replicability
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Improved methodology, based on Massonnet et al., 2022 (https://doi.org/10.5194/gmd-13-1165-2020)



 

  

Climate Model Replicability: Matrix Plot
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Projects
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Work and proposals for the EC-Earth community around different projects

• ESiWACE Center of Excellence

• Developing new profiling analysis methodology that can be applied to EC-Earth looking for 

new optimizations

• HPC services using tools to facilitate M7 reduced precision

• CPMIP improvement for easier integration and collection

• Horizon 2025-D1-01 and CMIP7

• Proposed a WP to collect CPMIP: EC-Earth will be one key model that we want to support

• Re-do our reproducibility exercise for CMIP7, proving the replicability and stability for our 

configurations

• Other tools or activities as profiling could be useful to be applied in this context, please ask 

us for collaboration!



Thank you

xavier.yepes@bsc.es
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