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Objectives 
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EC-Earth 

ÅEarth System Model 

ÅReliable in-house predictions of global climate change 

ÅPart of a Europe-wide consortium 

ÅBeing used in large European projects 

ïEMBRACE 

ïEUPORIAS 

ïIS-ENES 

ïSPECS 

Å3.1 version Ą IFS + NEMO-LIM + OASIS 
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Energy Efficiency 

ÅEnergy efficiency 

 

 

 

 

ÅPerformance loss caused by: 

ïBad programming 

ïLoad imbalance 

ïSynchronization 

ïResource contention 

ïé 

 

Increase performance 

Reduce power 
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Methodology 
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BSC Computer Sciences Performance Tools 

Å Since 1991 

Å Based on traces 

Å Open Source: http://www.bsc.es/paraver 

Å Extrae: Package that generates Paraver trace-files for a post-mortem analysis 

Å Paraver: Trace visualization and analysis browser 

ï Includes trace manipulation: Filter, cut traces 

Å Dimemas: Message passing simulator 

 

Application Trace files 

EXTRAE 

library 

DIMEMAS 

simulator 
Simulated trace 

files 

Trace visualization 

DIMEMAS generated trace. Target = ideal machine 

Paraver Paraver 
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Extrae 

ÅBSC instrumentation package 

 

ÅWhen/Where 

ïParallel programming model runtime 

ïSelected user functions 

ïPeriodic samples 

ïUser events 

 

ÅAdditional information 

ïCounters 
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Paraver 

Å Every behavioral aspect/metric of a thread can be described as a 

function of time 

Å Those functions of time can be rendered into a 2D image 

 

 

 

 

Å Statistics can be computed for each possible value or range of values 

of that function of time 

ï Tables: Profiles and histograms 

 

 

Å Types of functions 

ïCategorical: State, user functioné 

ï Logical: In specific user function, in MPI callé 

ïNumerical: IPC, L2 miss ratio, duration of computation bursté 

 



8 

PARAVER trace analysis 

Serial efficiency 

 

Useful IPC - Instructions per cycle 

Horizontal axis -> Time component 

Parallel efficiency 

 

Functions instrumentation 

Darker 

color = 

Longer 

duration 

Lighter 

color = 

Less 

IPC 

Correlation between two functions 

Darker 

color = 

Higher 

values 

MPI Stats reflect the 

percentage of time 

invested in 

computation for each 

thread. 

Total stats give the 

communication 

efficiency and the load 

balance   

Each color 

represents a function 

* Examples from NEMO 3.4ïLIM2  / ORCA025 

Useful Duration 
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An EC-Earth Paraver trace 

Å Motivation: Finding a good configuration to optimize the resources usage. 

Å IFS T255L91-ORCA1L46 

Å Configuration used in production 
ï Using 7 cores for OASIS, 96 for IFS and 48 for NEMO 

Å 1 day simulation traces 

Å Traces generated in burst mode (only computational regions > 100us) 

Å Paraver view Ą Useful duration (displays duration of computational bursts) 

 

96 

IFS 

48 

NEMO 

7 
OASIS 

Time axis 

Black regions Ą Not computation (MPI, I/Oé) Ą NEMO waiting 
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Dealing with resource contention 

Å Resource contention: Conflict over access to shared resources, i.e. 

memory, storage, busesé 

Å Distributing the processes among different nodes to mitigate the problem. 
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7 Oasis + 96 IFS + 48 NEMO in 10 nodes (16 cores per node) 


