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• The necessary refactoring of numerical codes is given a lot of 
attention and is stirring a number of discussions. 
– Computational performance analysis and new optimizations are needed for 

actual numerical models.
– Study new algorithms for the new generation of high performance platforms (path 

to exascale).
• Several European institutions and projects working together on the 

same direction (ESCAPE2, ESiWACE2, IS-ENES3, ETP4HPC…)

Introduction



Profiling Methodology

• Area of study
• Deployment efficiency
• Benchmarking
• Profiling analysis
• Validation 



Profiling Methodology

• Area of study
• Configuration used (Operational, New algorithms, Global, 

Parallelization paradigm…)

• Components activated and cyclic patterns  
• IO, ICE, Radiation, MPI, OpenMP

• Area of study
• 1 complete time step

• Deployment efficiency
• Benchmarking
• Profiling analysis
• Validation 



Profiling Methodology

• Area of study (IFS)
• 24 hours of simulation, T511L137 on CCA (ECMWF)

• Selected 1 time step: 104 MPI processes + 4 IO (No OpenMP)

• Metrics collected for large areas of computation automatically



Profiling Methodology

• Area of study (NEMO)
• 1 day of simulation, ORCA025L91 on MN4 (BSC)

• Selected the fastest time step automatically

• 1 time step: 72 MPI processes (No IO, No OpenMP, No SI3)

• Metrics collected for User functions manually



Profiling Methodology

• Area of study (NEMO)



Profiling Methodology

• Area of study
• Deployment efficiency

• Compilation flags
• Comparing fp options (fast, precise, strict...) and optimization 

options (OX, vectorization, approximations...)

• Checking external libraries compilation

• Debug flags (-g, Optimization reports, -f-instrument-functions...)

• Benchmarking
• Profiling analysis
• Validation 



Profiling Methodology

• Area of study
• Deployment efficiency
• Benchmarking

• Basic Tests to collect Hardware metrics
• Communications (Latency, Bandwidth, CPU, Parallel Efficiency…)

• Weak and Strong scaling (MPI, OpenMP, Block processing and 

Hybrid sets)

• Comparing optimizations (Double VS Single Precision...)

• Extrae metrics collection and trace production

• Profiling analysis
• Validation 



BSC Tools
• Since 1991
• Based on traces
• Open Source → http://www.bsc.es/paraver
• Extrae: Package that generates Paraver-trace files for a 

post-morten analysis
• Paraver: Trace visualization and analysis browser
• Dimemas: Message passing simulator
• Include traces manipulation: Filter, cut traces...



BSC Tools

https://tools.bsc.es/downloads



BSC Tools



BSC Tools
• Paraver traces: made up from records (timestamp + event or 

activity) of three different kind:
• State records: intervals of thread status, i.e, waiting in a barrier 

(either MPI or OpenMP), waiting for a message, computing…
• Event records: punctual event occurred in a given timestamp, as 

entry & exit points of user functions, MPI routines, OpenMP parallel 
regions…

• Communication records: relationship between two objects, as 
communication between two processes (MPI), task movement 
among threads (OpenMP/OmpSs) or memory transfers 
(CUDA/OpenCL).



BSC Tools

Semantic Funcionality



Profiling Methodology

• Area of study
• Deployment efficiency
• Benchmarking
• Profiling analysis

• MPI and OpenMP profile summary and Basic Analysis Tool

• PAPI counters

• MPI and OpenMP evaluation in detail

• Clustering and Tracking Tools

• Sampling and Folding Tools

• Connection to the code

• Dimemas Tool

• Validation 



MPI Profile Summary

Parallel and Communication efficiency, Global load balance → 
less than 85%?

Parallel Efficiency

Communication Efficiency
Global Load Balance

IFS 



MPI Profile Summary
IFS

NEMO



Basic Analysis



PAPI Counters

• PAPI counters collected during the execution
• Some of them are based on other native PAPI counters and 

derived from the base metrics

Derived
Instructions
Cycles
Useful Duration X
Useful Instructions X
Useful IPC X
Loads
Stores
L3/L2/L1_Total_Misses
L3/L2/L1_MISS_RATIO X
FP_OPS
FP_TOT_INS
INS_VEC X



PAPI Counters



PAPI Counters



PAPI Counters

MPI Events

IPC

L1 Misses 
per 1000 

INS



MPI evaluation
Fourier Trans. Legendre Trans.



MPI evaluation

• IPC less than 1 for calculation areas?
• Are there load imbalance regions?

IPC_Profile



MPI evaluation

• Are MPI communications efficient according to the map 
affinity?

Affinity per node



Clustering Tool

Applying Clustering for an automatic profiling analysis

• Characterizes computing bursts that are similar and groups 
them into clusters

• Allows to study the behavior of the clusters separately, 
identify patterns, etc.



Tracking Tool

• A friendly way to quantify and visualize the evolution of the 
clusters among several traces

• The tool has 2 parts
• Recognition algorithm of “who-is-who”, based on heuristics
• A visualization GUI

• Examples analyzing multiple traces
• Scaling number of MPI/OpenMP resources (64 – 128 – 256…)
• Testing different microarchitecture features
• Changing the problem size
• Trying different compiler optimizations



Tracking Tool



Tracking Tool

Tracking IFS MPI+OMP Strong Scaling



Sampling Tool

• Extrae can be configured to capture performance metrics on 
a periodic basis using alarm signals and specifying period and 
variability (10 and 2 respectively for IFS and NEMO tests).

• This means that we will capture samples every 10 ms with a 
random variability of 2 ms.

• Every sample contains processor performance counters 
(where every PAPI counter is referred at configured time) 
and callstack information.





Folding Tool

• Combine instrumentation and sampling to provide 
instantaneous performance metrics, source code and 
memory references. This mechanism receives a trace-file and 
generates plots showing the fine evolution of the 
performance.

• The samples collected are gathered from scattered 
computing regions into a synthetic region by preserving their 
relative time within their original region so that the sampled 
information determines how the performance evolves within 
the region. 

• The performance evolution is connected to source code and 
memory references at the same time.



Folding Tool



Folding Tool



Folding Tool



Folding Tool

TOT_INS

TOT_CACHE_MISSES

Connection to the code

USER_FUNCTION_LINE



DIMEMAS Tool



DIMEMAS Tool
Ideal Network for IFS 
execution



Profiling Methodology

• Area of study
• Deployment efficiency
• Benchmarking
• Profiling analysis
• Validation 

• Reproducibility Test

• Validation Test



Forcing Fixed Cmip and Amip simulations

Validation
Reproducibility Test: Are your results comparable to the EC-Earth 
community results?

The Test proposed:

The results comparing platforms or configurations:
AMIP platform (Rhino;CCA) comparison

Kolmogorov-Smirnov differences of two 5-members ensambles

AMIP platform (Rhino;CCA) comparison
mean 5-member 

range



Validation Test

Verifying a non-linear model: a simple example



Validation Test (NEMO)

• Initial conditions perturbed with white noise in the 3D 
temperature field.

• Evaluating 53 output variables.



Validation Test (NEMO)

• Initial conditions perturbed with white noise in the 3D 
temperature field.

• Evaluating 53 output variables.



Validation Test (NEMO)

Example: Compiling with -xHost



Validation Test (NEMO)

Example: Compiling with -xHost



Summary

• The complexity of our climate and weather models requires 
complexity for the methodologies used to study the 
computational performance.

• The methodology proposed can be used to find main 
bottlenecks across platforms, compiler options... for 
different configurations of the model.

• It can be used to compare computational optimizations (see 
now Single and Double precision comparison for IFS and 
NEMO!) and validate the results.

• Profiling analysis include different tools for different 
purposes:
• EXTRAE+PARAVER
• CLUSTERING+TRACKING
• SAMPLING+FOLDING
• DIMEMAS  



Thank you 

mario.acosta@bsc.es










