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Outline

• Why?
• How?
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Why models?
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Why mixed precision?



NEMO - Double Precision
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NEMO - Double Precision
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• The trace corresponds to a single time-step
• NEMO 4.0 Ocean-only 
• ORCA025 -> global ¼ º  ~ 27km at equator
• Each color represents a different routine
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Double Precision

Single Precision
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Double Precision

Single Precision*
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Iteration time
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What happens with traqsr?
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r2=0.99
What happens with traqsr?
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What happens with traqsr?

Not vectorized at all!

46



r2=0.99
What happens with traqsr?

What happens if we remove -fp-model precise?
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r2=0.99
What happens with traqsr?

What happens if we remove -fp-model precise?
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But what about the results?

Difference between double- and single-precision monthly mean of sea-surface temperature for the first month of simulation.
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But what about the results?
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source: http://www-users.math.umn.edu/~arnold/disasters/ariane.html

Solution?

Precision Analysis!
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Risks of low precision



NEMO
Precision Analysis



• How can we find which variables need to be kept in double-
precision to maintain the accuracy of the results?

Precision Analysis
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Analysis Algorithm
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Variable 4 must be kept in double-precision.
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[0 1]+[3] [2]+[3] 

Variables 2 and 4 must be kept in double-precision.

More info: How to use mixed precision in ocean models. https://www.geosci-model-dev-discuss.net/gmd-2019-20/

https://www.geosci-model-dev-discuss.net/gmd-2019-20/


• How can we find which variables need to be kept in double-
precision to maintain the accuracy of the results?:
• How can we measure the effect of reducing the precision of an 

arbitrary set of variables?
• How can we verify the accuracy of the results?

Precision Analysis
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Reduced Precision Emulator
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Implementing the emulator

• A Python tool to automate the implementation process was created.
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With a single binary, we can specify the number of significant bits used for each real variable 

declaration within the code through a namelist.
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RPE in NEMO:
What we can do with it?



• How can we find which variables need to be kept in double-
precision to maintain the accuracy of the results?:
• How can we measure the effect of reducing the precision of an 

arbitrary set of variables?
• How can we verify the accuracy of the results?

Precision Analysis
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Verifying NEMO

- Initial conditions perturbed with white noise in the 3D 
temperature field.

- Evaluating 53 output variables.
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Verifying NEMO

- Example: Everything in single precision:
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• How can we find which variables need to be kept in double-
precision to maintain the accuracy of the results?:
• How can we measure the effect of reducing the precision of an 

arbitrary set of variables?  
• How can we verify the accuracy of the results?

Precision Analysis
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And now what?
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Precision Analysis: NEMO



Results (1)
- Using this verification test to run the analysis algorithm on a small part of the code:
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Results(2)
- Using the old verification test on the full model:
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But what about the outputs?

Difference between double- and mixed-precision monthly mean of sea-surface temperature for the first month of simulation.
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But what about the outputs?



Conclusions

• Optimizing usage of numerical precision gives performance benefits.
• We can find which variables require double precision.
• There’s a huge room for reducing the numerical precision in NEMO.
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Ongoing work

• Performance in Mixed-precision?

• Transferability between different cases?

• Other ways of verifying the results?

• Reducing even more the precision for future architectures?
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Thank you! 



Bonus track:
How much a code can benefit from single precision?
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Bonus track:
How much a code can benefit from single precision?
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Double Precision

Single Precision

Double Precision

50% cores per node

200% nodes


