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Autosubmit
A workflow manager
• Autosubmit is a workflow manager to 

orchestrate complex tasks, mainly in scientific 
environments. It runs on the  terminal. It can 
manage experiments running on HPC clusters, 
remote platforms, or a local workstation.


• The user provides a configuration for 
Autosubmit to start executing the experiment. 
Autosubmit will produce logs, execution 
tracking, and report any failure.


• Autosubmit is massively used in BSC-ES to 
run different model workflows (EC-Earth, 
NEMO4, MONARCH, HERMES...) and data 
downloads, among others.

A small experiment



We needed a way to improve our workflow manager while 
also providing a friendlier interface to our users. Moreover, not 
only the results of an experiment are useful, but the execution 

process itself generates data that can have some utility.



It doesn’t have to be a single workflow 
manager that is in charge of everything, but 
many systems interacting with each other. 



A distributed system.



Graphical User Interface
https://autosubmitgui.bsc.es/presentation/



Graphical User Interface
• Our main objective is to 

provide users easy access 
and visualisation of the 
progress of their 
experiments. 


• Provide relevant 
information.


• Users can access the 
interface through any 
browser.


• The GUI presents the 
processed information in an 
intuitive and interactive way.



Main Window



Tree Representation



Graph Representation



Direct Access to out and err logs



Experiment Log Visualisation



Visualise Configuration



Statistics



Quick View



Visualise Previous Experiment Runs



Visualise Previous Job Runs



Where it all starts



• Our users interact with 
Autosubmit through their 
terminals.


• Autosubmit interacts with 
remote platforms. It 
submits jobs, checks 
their status,  retrieves 
logs, and other useful 
tasks.


• This process generates 
information.

Autosubmit



Autosubmit



An experiment’s execution generates data
• The configuration of an 

experiment.


• Submit, start, finish, 
queuing, and running 
times per job run.


• Number of processors 
requested, nodes, energy, 
etc.


• Store information 
incrementally.



Data Process and Serve
• Automated workers 

process the information and 
save it in a structured way.


• Our API uses the structured 
information but can also 
access raw data if 
necessary.


• Our GUI makes requests 
to the API and then 
presents the information.


• The users are authenticated 
through a Central 
Authentication Service.

API: Application programming interfaces, or APIs, simplify software development and innovation 

by enabling applications to exchange data and functionality easily and securely. (IBM)



The Big Picture





Conclusions



• Having a workflow manager and a graphical interface facilitates the 
visibility and management of an experiment.


• We can use the collected information from many executions of an 
experiment to compare these executions under a single framework.


• We can use the collected information to provide consumption metrics, e.g. 
Computation hours spent by our users in some period of time.


• Users can quickly identify if changes in the implementation of a job have 
resulted in longer running times, loss of optimisation.


• Users can access the logs of their jobs through the interface.


• We provide a quick way to visualise all currently running experiments, and 
their progress, under our workflow manager.



Next Steps



• Allow the user to directly perform actions (create, run, modify, etc.) on the 
experiment through their browsers by using the GUI. This feature implies the 
addition of further security measures.


• Continue decoupling the systems that are part of the distributed system.


• Allow the user to further compare runs of the same experiment.


• Support for command-output parsing for more scheduling managers. Currently, 
we support SLURM.


• Improved database solutions for specific purposes. Querying certain information 
can be computationally expensive for large experiments under the current 
schema. We can improve performance by using specific database architectures, 
e.g. key-value databases. 
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