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Abstract

The summer climate on the Northern Hemisphere in recent decades has shown distinct trend
patterns, with warming hotspots that spatially match with the ridges of a circumpolar atmospheric
wave pattern. The drivers behind this wave-like trend and warming pattern are not yet well
understood. By applying constraints of internal climate variability to large ensembles of climate
model simulations from the Coupled Model Intercomparison Project phase 6 (CMIP6), we explore to
what extent sea surface temperatures in different regions contribute to recent trends towards more
stationary Rossby waves, e.g. with wave number 5, during summer in the Northern hemisphere.
Our results found no indication of internal variability of sea surface temperatures being the main
driver behind the observed trend.
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1 Introduction

The climate of the Earth has experienced drastic changes during recent decades. The human
influence on the climate, primarily by burning fossil fuels, is now unequivocal (IPCC| [2021]). This
causes an overall global warming which affects almost all regions globally, and also causes changes
in the hydrological cycle and other climate variables including including changes in the frequency
and intensity of extreme events. In addition to the long-term warming caused by human activities,
the climate is also affected and modulated by natural variations caused by the interactions between
the different components of the climate system. Disentangling and quantifying the specific roles of
anthropogenic influences and natural climate variations in observed climate features still remains a
major challenge.

Differences in radiation imbalances from incoming radiation from the Sun (which is more intense
along the equator and fainter in the poles) and outgoing radiation from the Earth (which is more
uniformly distributed) result in heat excess at lower latitudes and a deficit at high latitudes. The
large-scale air movement associated to this imbalance is what is known as atmospheric circulation.
This drives convective circulation cells as warm air rises and flows poleward where it is cooled, sinks
and is driven towards lower latitudes. These cells are known as Hadley or direct cells and do not
span from the equator to the poles as initially theorized since conservation of angular momentum
would require very high winds at mid-latitudes to satisfy. Instead what is observed is that there
are two direct convection cells, at the equator (0°-30°) and at the poles (60°-90°). However, at
mid-latitudes (30°-60°) convection cells moving in opposite direction (known as Ferrel or indirect
cells) are observed instead. In these mid-latitude regions heat transfer is not driven by meridional
circulation and instead a series of coherent vortex systems, known as cyclones and anticyclones,
drive heat vertically by the vortex transferring hot air to the poles on one side and cold air to the
equator on the other (Cushman-Roisin and Beckers| [2011]).

Understanding atmospheric circulation is important as it is a key driver of surface climate and
is associated with regional weather conditions and extreme events. For instance, the "Dust Bowl",
a devastating drought affecting the U.S., Mexico and part of Canada, was driven by a change in
atmospheric circulation caused by anomalies in sea-surface temperatures (SST) (Schubert et al.
[2004]). Increased hurricane activity in the Atlantic during 1995 to 2000 is linked to an increase in
tropical Atlantic SST related to overlying tropospheric circulation (Goldenberg et al.| [2001]). Also,
atmospheric circulation has been identified as the primary influence of UK surface climate (Fereday
and Knight| [2023]). Despite its importance, atmospheric circulation is difficult to predict and is a
major source of uncertainty in climate projections due to its chaotic nature and errors in modeling
the circulation response from climate forcing (Shepherd, [2014]).

The challenges to understand changes in atmospheric circulation are also highlighted in a
recent publication by [Teng et al.| [2022] where a non-homogeneous warming trend in the Northern
Hemisphere boreal summer months (JJA) coinciding with a similar trend in 200 hPa geopotential
height (Z200) is reported as shown in figure |1} Geopotential height is defined as the work needed
to move a mass of 1 kg from sea level to a given point divided by the globally averaged gravity
acceleration at surface. It is used as vertical coordinate for any application where energy plays a role,
such as atmospheric circulation (Wallace and Hobbs [2006]). With Z200 we refer to the geopotential
height of a given pressure level (in this case 200 hPa), from which the horizontal pressure gradient
force is inferred. The pattern observed in the trend resembles that of a circumglobal wavenumber-5
Rossby wave. Rossby (or planetary) waves are a type of wave present in stationary geostrophic
flow (that is, fluids where the pressure gradient and Coriolis force are in equilibrium) characterized
by low frequencies and wavenumbers (Cushman-Roisin and Beckers| [2011]). Stationary Rossby
waves in summer have been linked to heatwaves and droughts in Eurasia (Schubert et al.| [2014])
as well as North America and the Caspian sea region (Kornhuber et al.|[2019]) and may threaten
global food production due to simultaneous heat extremes in different regions accounting for a large
fraction of global food production (Kornhuber et al. [2020]). [Teng et al.|[2022] has also linked the
recent trend in geopotential height during JJA with several extreme events during summer such
as the Russian heatwaves and floods in Pakistan in July 2010 (Dole et al.|[2011], Trenberth and
Fasullo| [2012]) and the intense heatwaves over Europe and the U. S. during August 2017.

The observed trend is distinct from the results of the multi-model experiments of phase 5 (Taylor
[2012]) and 6 (Eyring et al|[2016]) of the Coupled Model Intercomparison Project (CMIP) as
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Figure 1: Z200 and near-surface air temperature (TAS) summer trends from 1979 to 2021 from
the ERAS reanalysis. Stippling indicates values statistically significant at the 90% confidence level
using a Student-t test.

reported in Teng et al.| [2022]. This could represent flaws in our atmospheric circulation modelling
efforts and understanding of the underlying physical drivers of this specific trend. In [Teng et al.
[2022] an association with modes of low-frequency internal variability was reported, specifically
Interdecadal Pacific oscillation (IPO)Power et al. [1999], and Atlantic multidecadal variability
(AMV) Knight et al. [2005]. However, this finding was based on statistical regression analysis, which
is undermined by the low frequency of these events, with only two AMV cycles in instrumental
record. Additionally, the limitations of the models in replicating these modes of variability as well
as large model-to-model variations in AMV teleconnection patterns pose a challenge in determining
the significance of these associations.

In Teng et al| [2022] the Atmospheric Model Intercomparison Project (AMIP)
1999| runs were able to better capture the observed trend than the CMIP6 historical simulations.
AMIP runs are simulations forced by observed SST and sea-ice variations as well as natural and
anthropogenic external forcings which could suggest that SST plays a role in the formation of the
trend as pointed out by [Teng et al.[2022]. However, AMIP simulations do not represent coupling
between ocean and atmosphere while CMIP6 historical simulations (Eyring et al.| [2016]) are fully
coupled ocean-atmosphere runs, which could undermine the association. Further evidence of a link
between surface temperatures and the observed wave-5 pattern is the pattern correlation between
7200 and near-surface air temperature (TAS) anomalies when the wave-5 pattern is strongest as
observed in figure 2}

Understanding what drives this recent multi-decadal trend in geopotential height is important
in order to assess if we expect a continuation of this trend, as if the main driver is anthropogenic
forcing an increase in extreme weather events in the following years would be expected. Otherwise,
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Figure 2: 10-year averages of TAS and Z200 anomalies from 1982 to 1991 with respect to
climatology (1980-2010).

if the trends are the result of a multi-decadal variability, a reversal of the current trend might
happen in the future. This in turn can allow us to better predict and prepare for the consequences
of the wave-5 circulation pattern.

With this work we aim to learn about the mechanisms underlying the observed circulation
pattern. More specifically we are interested in determining whether the historical forcings or
historical SST variations have driven or contributed to the observed changes in the Northern
Hemisphere atmospheric circulation during summer.

The rest of the thesis is structured as follows: In section [2] we explain how the forcing response
of the models is obtained and the employed method to constrain internal variability. The datasets
and models used are also shown in this section, as well as the tools used to determine the ability of
the models in reproducing the observed trends. In section [3| we show the results of constraining
internal variability and discuss if there is a link between SST variability and the observed trend.
Finally, in section [4] we summarize the findings of our research.

2 Data and Methods

To understand and properly attribute the drivers behind the observed trend in atmospheric
circulation, methods to disentangle the contributions from different sources are needed. This study
is concerned with understanding the the roles of historical forcings (e.g. greenhouse gases and
aerosols) on the one hand, and of ocean temperature variability on the other hand, in the formation
of the observed wave-5 pattern in Z200. We do so by studying the models’ response to external
forcings as well as their response to SST internal variability combined with forcing. Large model
ensembles provide a way to study the response to given forcings in the climate, as by having an
ensemble of uninitialised members produced with different global climate models, by taking the
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mean, the internal variations of the system are averaged out and only the forced response remains
(Milinski et al.[ [2020]).

2.1 Constraining internal variability

In order to study whether trends in geopotential height (or atmospheric circulation) are driven
by the variability of Sea Surface Temperatures we constrained the global variability patterns in
the climate system. Our approach is based on the "poor man’s" initialization scheme proposed
by Mahmood et al.| [2022]. The original work developed a method to constrain internal variability
based on member selection of a large ensemble instead of initializing the climate state of the system
by phasing the model simulations with the observed variability, which can lead to issues such as
initialization shocks or drifts (Smith et al.| [2013]).

The "poor man’s" initialization protocol works in as follows. Given a large ensemble of members
from different models, such members are ranked every year based on their similarity to the observed
climate state. Specifically, the ranking is based on the pattern correlation between the simulated
and observed SST anomalies averaged over 9 years. This ranking can be performed on the entire
globe or can target specific oceans or regions, for example, in the original publication global, North
Atlantic and Pacific constraints are studied. To do so, they used an ensemble of 212 members from
32 models of the Coupled Model Intercomparison Project phase 6 simulations and selected the best
30 members for each year. In their work they perform a more thorough breakdown on the effect
of number of members selected and years averaged but different selection year averages showcase
similar patterns with longer periods (9 years) being more statistically significant. Regarding the
number of members used, the results appeared robust with 10, 30 and 50 member ensembles showing
added skill in similar regions. The constrained ensembles showed increased skill in forecasting SST,
near-surface air temperature, sea level pressure and annual precipitation.

Since our work is unconcerned with forecasting but rather studying the physical drivers behind
the observed trend in geopotential height, our implementation of the scheme is the following. For
a given year, the best 30 members according to a given constrain region are selected based on
the spatial agreement between the simulated and observed SST anomalies over the last 9 years
(including the given year). We decided to use 9 years as the selection period because of the added
statistical significance and 30 member ensembles as it should be significant enough to capture the
effects of forcings on atmospheric circulation in mid-latitudes (Bittner et al.[|2016]). To account for
the fact that the selection is done taking into account a 9-year average, a 9-year moving average
is applied to the simulations and observations, matching the years used in the selection criterion.
This selection implies that in each year a set of different 30 members (out of the total ensemble of
212 members) is selected. To avoid potential biases caused by different model climatologies, we
subtract the zonal average at each latitude (the resulting variable will be referred to as the azonal
component of Z200) for each year and remove the climatology from 1980 to 2009 of the model Z200
results. To average the different members all data is regridded to a common spatial resolution of
1.759x1.75° by means of bi-linear interpolation.

2.2 Data used

Our work employs the results shown in [Mahmood et al.| [2022] to constrain internal variability,
which used models from CMIP6. The 6th phase of the Coupled Model Intercomparison Project
(Eyring et al|[2016]) is a multi-model research collaboration that aims to better understand climate
change driven by both natural variability and thermodynamic forcing factors. The historical CMIP6
runs are simulations spanning from 1850 to 2014 that utilize the prescribed historical forcing records
as boundary conditions for the simulations. More specifically, emissions of short-lived species
and long-lived green-house gases (GHGs), GHG concentrations, land-use forcing, solar forcing,
stratospheric aerosol (volcanoes), aerosol forcing, ozone concentrations and nitrogen deposition are
taken into account (Eyring et al. [2016]).

For this reason we used CMIP6 historical members as basis for our study. The ensemble
we used is the same as the one shown in the supplementary material of Mahmood et al.| [2022]
with 3 members removed (BCC-CSM2-MR rlilplfl", "CAS-ESM2-0 r3ilplfl", "CNRM-ESM2-1
r3ilplf2") due to unavailability in our database. This ensemble is not homogeneous in terms of
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members per model, with some models such as MIROC6 containing up to 50 members while some
models contain only one. This could derive in the dynamics of certain models being over-represented
in the constrained ensembles. In figures [3| the 30 member selection for each of the constraints
is shown, as can be seen consistently more members are selected from some models, specially
CanESM5 (Swart et al [2019]) in global and Pacific constrained ensembles, with up to 17 members
out of the 30 pertaining to it a given year. While this is a significant portion, CanESM5 models
simulate the previously listed forcings and all models are represented at least once throughout the

entire period spanning the study.
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The ERAS reanalaysis (Hersbach et al.| [2020]) has been used as the observation-based reference
dataset. Reanalysis are simulations with an atmospheric model that assimilates a dense network of
observations, and therefore provides an estimate of the observed climate evolution that is complete
in contrast with regular observations which are not homogeneously distributed and can present
gaps Or errors.

Regarding the variables used in the study the dataset used consisted of monthly mean observations
of geopotential height at 200 hPa averaged during the months of June, July and August (JJA) for
both CMIP6 and ERA5 as was used in [Teng et al.| [2022].

2.3 Evaluation

For a model to faithfully simulate an observable we expect it to capture both the amplitude
of a signal and the location of the signal. To this effect in order to assess the extent to which
the climate model simulations reproduce the observed trend patterns in Z200, we computed the
pattern correlation of a given map to that observed in the ERAS reanalysis dataset. The pattern
correlations were computed by an area-weighted Pearson’s correlation coefficient. We calculate the
pattern correlations for the spatial domain corresponding to the Northern hemisphere mid-latitudes
(30°N to 60°N) and computed longitudinal sub-domains to assess the ability of the models in
reproducing the observed trend for different regions . The selected the sub-domains used in this
study are the following:

o Atlantic-Europe (60W - 60E)

Eurasia (10W - 150E)

East Asia - Pacific (90E - 120W)

Pacific - North America (150E - 80W)
e North America - Atlantic (120W - 0E)

Given the magnitude of the Z200 trends in all of the ensembles is much smaller compared to the
observed trends, we focus our analysis on quantifying the similarity of the spatial patterns, without
taking the actual trend magnitudes into account. The significance of the trends was computed
using a two-sided Student-t test with a confidence level of 95%. Student-t test is used because we
expect monthly means of geopotential height to be normally distributed.

3 Results and discussion

3.1 Effect of constraints in the signal

Since the historical runs of the CMIP6 ensemble end at 2014, we evaluate the changes during
the last few decades of the historical forcing simulations ending in 2014. We also decided to plot
the trends in Z200 for different lengths of time intervals to find the time interval with the clearest
wave-5 pattern trend to base our study on. The periods analysed were 20, 30, 40 and 50-year
periods spanning from 2014 backwards. We decided to work with 30-year time intervals, as it allows
us to discuss temporal variations of the trend and, as can be seen, in figure [4b] the interval from
1980-2009 is able to capture a very clear wave-5 pattern with a similar significance as the pattern
documented in |Teng et al.| [2022]; note that this decision is somewhat arbitrary and we believe other
time lengths could be equally suitable for the study. As was previously explained, we study trends
of the azonal component of Z200 geopotential height. To do so, we computed the 30-year trends of
4 different periods (1970-1999, 1975-2004, 1980-2009 and 1985-2014). There is some correlation in
the trends, but the patterns they exhibit, as seen in figure |5, show a different range of states, with
the period from 1970 to 1999 and 1975 to 2004 not exhibiting the characteristic wave-5 pattern and
having a fainter amplitude. While the periods from 1980 to 2009 and 1985 to 2014 exhibit a very
clear pattern with some differences over the American continent among the two. Given that the
observed trend is not constant in time, this could indicate that the driver of the pattern changes
too, be it internal variability or external forcing.
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Figure 4: Trend in Z200 geopotential height from the ERAS5 reanalysis for different time periods.
Stippling indicates values statistically significant at the 90% confidence level using a Student-t test.
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Figure 5: 30-year trends of the azonal component of Z200 geopotential height from the ERA5
reanalysis for different time periods. Stippling indicates values statistically significant at the 95%
confidence level using a Student-t test.

We obtained the 30-year trends of the whole 209 members ensemble as well as the best 30 and
worst 30 members of each SST constraint to study the effects of SST constraints in the emergence
of the observed wave-5 train pattern. The results from the full ensemble can be seen in figure[6] As
it is observed, the trends appear much fainter than in the ERA5 reanalysis. The obtained pattern
remains stationary throughout all time periods with the amplitude growing in intensity over the
years. This, however, is not the case in the ERA5 reanalysis, where during the first interval (figure
the wave pattern over Eurasia is not present or during 1985-2014 (figure where it is lost in
the Northern Atlantic and America. The resulting pattern in the unconstrained CMIP6 ensemble
resembles the observed wave-5 pattern trend, specially over Europe and West Asia. However, the
low pressure center in East Asia is not captured and all structure is lost over North America. This
is further corroborated by table [I] where it can be seen that during the 1980-2009 period, when the
wave-5 pattern is clearest, there are high pattern correlations over the Atlantic-Europe sector and
lower pattern correlation over the Pacific region. During the first two periods, the ensemble is also
unable to capture the observed pattern in ERAD reanalysis, possibly indicating internal variability
as the source of variability of the trends.

The constrained ensembles also fail to capture the amplitude of the trend, appearing faint as
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Figure 6: 30-year trends of the azonal component of Z200 geopotential height from the un-
constrained CMIP6 ensemble for different time periods. Stippling indicates values statistically
significant at the 95% confidence level using a Student-t test.

Circumference Atlantic-Europe  Eurasia EastAsia-Pacific Pacific-NA NA-Atlantic

1970-1999 0129450 0.242364  0.052650 -0.035693 0.036759 0.233329
1975-2004 0.352705 0.369007 0.203726 0.141692 0.473119
1980-2009 0.780671 0.466506  0.402919 0.654357

1985-2014 0.606628 0.791400 | 0.594208 0.662411

Table 1: Area-weighted spatial pattern correlation of unconstrained ensemble mean with respect
to ERAD reanalysis.

can be seen in figures and@ This result is in line with the "signal-to-noise (S/N) paradox"
(Scaife and Smith! [2018]) where despite high correlation in variability between ensemble mean
and observations and high spatial correlation, the models show small amplitudes in the signal for
atmospheric circulation, specially over the Northern Atlantic. This could also indicate that the
main mechanisms that induce this circulation trend are underestimated in the CMIP6 models.

Regarding pattern correlation, the globally constrained ensemble is unable to reproduce the
high pressure ridge over Europe during the 1980-2009 (figure period in contrast with the full
ensemble where this is reproduced (figure . This constraint is however able to better capture
the initial trend (1970-1999) when the wave-5 pattern is not as prevalent as is shown in figure
These results could indicate that GHG or aerosol forcing is a driver of the pattern over Europe,
given that some of the expected signal is lost over Eurasia when constraining internal variability
of the system. The difference in pattern correlation between the globally constrained ensemble
and unconstrained ensemble is shown in table 2] These results are consistent with the resulting
plots. However, this contrasts the results found in [Teng et al.| [2022] where internal variability was
expected to play a significant role in the formation of the pattern.

The Pacific Ocean constrained ensemble appears to highly correlate with the globally constrained
one as is shown in figure 0] This was the case in the original "poor man’s initialization" publication
from [Mahmood et al.| [2022], where they suggested that this hinted at the Pacific ocean being the
main internal predictability source on decadal to multi-decadal timescales. This is shown in the
member selection as there is a big overlap in members used for the two ensembles, as was already
reported in Mahmood et al.| [2022] and can be observed in figure 3| This is corroborated by table
where the differences in pattern correlation between global constraints and Pacific constraints are
shown.

The North Atlantic constrained ensemble overall performs slightly worse than the complete



3.1 Effect of constraints in the signal

(c) 1980-2009

 m per 30 yr

m per 30 yr

 mper 30 yr

m per 30 yr

240

(d) 1985-2014

Figure 7: 30-year trends of the azonal component of Z200 geopotential height from the globally
constrained CMIP6 ensemble for different time periods. Stippling indicates values statistically
significant at the 95% confidence level using a Student-t test.
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Figure 8: 30-year trends of the azonal component of Z200 geopotential height from the North At-
lantic constrained CMIP6 ensemble for different time periods. Stippling indicates values statistically
significant at the 95% confidence level using a Student-t test.

Circumference Atlantic-Europe  Eurasia EastAsia-Pacific Pacific-NA NA-Atlantic

1970-1999 0.313085 0182344 | 0430446 0567902 0107392 0066522
1975-2004 0.024213 0.060915  0.036733 -0.051899 -0.050011  0.038435
1980-2009 0141712 -0.240360 -0.233625 -0159341  0.025430  -0.012963
1985-2014 0116812 -0.240008  -0.253612 -0.080721  0.034759  0.048927

Table 2: Difference in area-weighted spatial pattern correlation of globally constrained ensemble
and the pattern correlation of the unconstrained ensemble mean (as shown in table [1)) with respect
to ERAD reanalysis.

ensemble as can be seen in table [d The only notable difference between the two ensembles is
that the structure over East Asia is captured in the North Atlantic constraint during 1980-2009.
This however does translate into higher values in spatial correlation for the region, as seen in
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Figure 9: 30-year trends of the azonal component of Z200 geopotential height from the Pacific
Ocean constrained CMIP6 ensemble for different time periods. Stippling indicates values statistically
significant at the 95% confidence level using a Student-t test.

Circumference Atlantic-Europe  Eurasia EastAsia-Pacific Pacific-NA NA-Atlantic

1970-1999 -0.022666 0.056583 -0.20360 -0.261943  0.052820 0.151869
1975-2004 0.023789 -0.010016  -0.016895 -0.042844 0.087477 0.040824
1980-2009 0.0076491 -0.006736  0.022340 0.028206 -0.000661 0.001089
1985-2014 0.083858 0.066055  0.113826 0.107791 0113329 0.051639

Table 3: Difference in area-weighted spatial pattern correlation of Pacific Ocean constrained
ensemble and the pattern correlation of the globally constrained ensemble mean with respect to
ERAS reanalysis.

aforementioned table.

Circumference Atlantic-Europe Eurasia EastAsia-Pacific Pacific-NA NA-Atlantic

1970-1999 -0.048432 -0.043145  -0.044641 0.011763  0.066662 -0.099952
1975-2004 -0.101943 -0117726  -0.095585 -0.103928  -0.092831 -0142835
1980-2009 -0.045898 -0.069292  -0.034281 -0.092845  -0.078794 -0.059169
1985-2014 -0.001110 -0.008738 -0.033809 -0.045621  -0.001781 0.061267

Table 4: Difference in area-weighted spatial pattern correlation of North Atlantic constrained
ensemble and the pattern correlation of the unconstrained ensemble mean (as shown in table
with respect to ERAb reanalysis.

We have also evaluated the constrained ensembles containing the worst 30 ranked members of a
given constraint to further explore the effects of not aligning with the modes of internal variability
of the system. The pattern correlations of these ensembles further solidifies the previous results,
as it is seen in table [5] during the period from 1980 to 2009 there is no significant change in skill
between the best and worst 30 members for any of the globally constrained ensemble. However, for
the initial periods (1970-1999 and 1975-2004), when the wave-5 pattern trend is not observed, there
is a significant difference in pattern correlation, indicating that the earlier changes in atmospheric
circulation may be influenced by SST variability.
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Circumference Atlantic-Europe  Eurasia EastAsia-Pacific Pacific-NA NA-Atlantic

1970-1999 0215900  -0.144872
1975-2004 0154057 -0.221259 -0.345147 0.010739 0147013  -0.029299
1980-2009 0.054846 0189865 0144831 0179603 -0.061039  -0.138788
1985-2014 -0.039656 0.028607  0.287658 0.034197 -0.408799

Table 5: Difference in area-weighted spatial pattern correlation between the worst 30 ranked and
best 30 ranked members mean of the global constrain with respect to ERA5 reanalysis.

3.2 Further discussion

The observed results point toward internal variability of SST not being the main driver behind
the observed Z200 trend over the Northern hemisphere, as constraining SST variability has not
translated into better skill of the ensemble in reproducing the wave-5 pattern documented in
. Additionally, although with very weak magnitude, a similar pattern to the originally
documented seems to occur as a response to historical forcings. This differs from the findings in
'Teng et al.| [2022], where AMV and IPO multidecadal variability seemed to be highly correlated
with the appearance of the wave-5 pattern.

There are interpretations, however, that are consistent with both results. In the
model analysis showed a weak signal and high variability in the model’s AMV /IPO teleconnections
and more robust results were found by applying a linear planetary wave model with synoptic eddy
forcing, which is a mechanism in which SST could affect atmospheric circulation. This could imply
that, despite constraining SST variability, the coupling mechanisms and teleconnections between
atmospheric circulation and SST are not captured well enough in the models and neither is the
atmospheric circulation response as a result.

Another possible interpretation would be that, despite better correlating to the SST anomalies
than the whole ensemble, the constrained ensembles are not able to accurately reproduce the AMV
and IPO modes of variability. This would be consistent with findings in the literature pointing
that the models underestimate multidecadal variability ) In order to explore this
possibility, the AMV/IPO indices of the constrained ensembles could be studied in further studies.

The contribution from forcing is likewise unclear, while the lack of improvement in pattern
correlation of the constrained ensemble could be evidence of forcing playing an important role in
the formation of the observed trend, the whole ensemble mean is still not able to completely capture
the amplitude and location the wave-5 pattern structure. Thus, if forcing is the main driver, why
are the models not reproducing the expected signal? The signal-to-noise paradox could explain
the weak signal compared to the ERA5 reanalysis, but the ensemble signal fails to exhibit the low
pressure center over east Asia and the high pressure ridges east and west of the American continent.
However, the fact that the pattern over Eurasia is well captured is an indication that forcing could
play a role in triggering this circulation pattern.

4 Conclusions

Despite previous literature linking multidecadal modes of variability of SST fluctuations to
the 1979-2020 summer trend in Z200 (Teng et al. [2022]), our results show no evidence of SST
variations being the driver of the reported trend. While the average response to forcing indicates a
spatial structure of changes with features resembling the observed wave-5 pattern at a much fainter
magnitude, by aligning (or disaligning) the ensemble mean of a large multi-model ensemble to the
observed state of the climate by selecting the members with best (worst) spatial agreement with
SST, no improvements (declines) in our ability to reproduce the pattern were shown during the
periods with stronger signal (1980-2009 and 1985-2014) with respect to the unconstrained ensemble.
Conversely, for the 1970-1999 and 1975-2004 phasing in internal variability results in higher pattern
correlation despite the trends not showing the characteristic wave-5 pattern.

While this points towards radiative forcings playing a larger than previously expected role in the
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formation of the pattern, to what extent forcings drive the phenomenon is hard to assess, specially
because the unconstrained ensemble is unable to reproduce the main characteristics of the pattern
over North America and parts of the Pacific Ocean. Additionally, the amplitude of the signal
appears significantly fainter than it is in the reanalysis dataset, and while this result is in line with
the signal-to-noise paradox (Scaife and Smith|[2018]), this highlights that current models fail to
properly capture the correct intensity of changes in atmospheric circulation and could explain why
models are not able to reproduce the observed trend.
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