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Abstract

As the battle against climate change progresses, a transition to more renewable energy

sources in the mix of global energy is vital. By 2016, the consumption of the EU’s

energy was to more than 50 percent allocated towards heating and cooling, essentially

making electricity demand strongly dependent on prevailing weather conditions. This

has laid the foundation for a well-studied area within the climate science community:

forecasting electricity demand as a function of temperature data, in which common

tools are the so-called degree-day variables, aspiring to translate temperature data to

an indicator of electricity needed for the purpose of heating and cooling.

The purpose of this dissertation is to build upon currently established and successful

methodologies in the prediction of electricity demand, aiming to combine the most

promising research findings within the field and elaborate on these by the inclusion

of widely-used and effective clustering methodologies from the context of machine

learning. Particularly, with the starting point of an existing electricity demand pre-

diction model, the intention of this research is two-fold; to construct and assess the

performances of a wide range of alterations to conventional degree-day methods, and

to explore the opportunities in developing regional models without access to higher

than country-level resolution of observed electricity demand, with the aim of increas-

ing model accuracy and robustness by accounting for the heterogeneous climate of the

country for which electricity demand is predicted. Specifically, this paper will focus

on predicting electricity demand in the Spanish Peninsula.
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1 Introduction

In the battle against climate change, the transition to more renewable energy sources

in the global energy mix is imperative. With a sustained route route toward elec-

trification, the world will in the next five years have added more renewable energy

capacity than what has been incorporated between today and a 100 years ago, when

the very first commercial renewable energy power plant was constructed [IEA, 2O23].

Out of the total energy consumption, electricity constitutes approximately 20 percent,

a number which is expected to increase to 50 percent by 2050 as an effect of decarbon-

isation [IEA, 2O23]. The supply of such electricity to homes and businesses is in most

countries where the electricity market is liberalized managed by independent Trans-

mission System Operators (TSOs) [Caro et al., 2019]. Due to the difficulty and cost

of storing energy [Gates, 2016], such large-scale power system operators are met with

a difficult task of ensuring balance between electricity generation and demand on a

near-instantaneous basis [Bloomfield et al., 2021]. Thus, accurate forecasts of demand

have been pivotal in the power industry [Hong et al., 2020]. In-advance knowledge

of how electricity demand will fluctuate helps streamline the operation of the power

system, improving efficiency and reliability of energy management at both national

and local scales [Bloomfield et al., 2021].

1.1 Modeling electricity demand as a function of weather data

The heating and cooling consumption corresponds to half of the EU’s energy [Com-

mission, 2016], giving rise to strongly weather-sensitive components in electricity de-

mand [Bloomfield et al., 2021]. Modeling the electricity demand as a function of

weather data is a well-studied topic, in which the use of the concept of degree-days

is a common choice [Thom, 1954]. In layman’s terms, degree-days aspire to provide

a simple measure of how warm or cold a location is by comparing a selected base-

temperature to the current recorded temperature of the location. The more extreme

the temperature is, in either direction, the higher is the number of the degree-day

variable [EIA, 2023]. For low temperatures, degree-days increase due to the need for

space heating, whereas, conversely, high temperatures increase degree-days due to the

need for space cooling [Antunes-Azevedo et al., 2015].

Among a myriad of application areas, ranging from benchmarking energy efficiency of

buildings [Chung, 2012] to projecting potential future climate change scenarios [Spinoni

et al., 2017], one common use-case of degree-days is divided into two standalone indi-

cator variables, namely cooling degree-days (CDD) and heating degree-days (HDD),

aiming to provide a measure capturing the energy required to cool and heat build-

ings, respectively, according to predefined temperature thresholds [Kheiri et al., 2023].
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Condition HDD

Tmax ≤ TbaseHDD
TbaseHDD

− Tavg

Tavg ≤ TbaseHDD
≤ Tmax

TbaseHDD
−Tmin

2 − Tmax−TbaseHDD

4

Tmin < TbaseHDD
< Tavg

TbaseHDD
−Tmin

4

Tmin > TbaseHDD
0

Table 1: Calculation Heating Degree-Days (HDD). Four intervals are considered
as a consequence of applying different conditions [Spinoni et al., 2017].

However, there exists multiple methods of calculating degree-days with and which

base-temperature to use can vary depending on, for instance, thermal capacity of

buildings [Kheiri et al., 2023]. In Tables 1-2, the method that was developed by the

UK MET Office in 1928 is depicted, which calculates degree-days by using Tavg =
Tmax−Tmin

2 , with Tmin and Tmax the daily minimum and maximum temperatures,

respectively. TbaseCDD
and TbaseHDD

are predefined base-temperatures for cooling

(usually set to 22 degrees) and heating (usually set to 15.5 degrees) degree-days, re-

spectively. As is visible in the Tables, the calculations of the degree-day variables

correspond to four different cases: 1) For Tmax ≤ TbaseHDD
< TbaseCDD

the temper-

ature on the day is consistently cold, yielding a need for heating and no need for

cooling. 2) Tavg ≤ TbaseHDD
< TbaseCDD

≤ Tmax corresponds to a day of predomi-

nantly cold temperature, resulting in a combination of heating and cooling to achieve

a comfortable indoor temperature (with heating still more significant than cooling).

3) conversely, Tmin < TbaseHDD
< TbaseCDD

< Tavg, corresponds to a day of primarily

warm temperature, meaning a combination of heating and cooling is required but

with cooling more significant than heating. 4) Tmin > TbaseCDD
> TbaseHDD

trans-

lates to a scenario where temperature is uniformly warm, thus no heating is required

whereas cooling is [Spinoni et al., 2017]. The interval in-between the two thresholds

is obviously 0 for both HDD and CDD; the range for which no heating or cooling is

needed in order to attain a comfortable indoor temperature [Copernicus, 2022].

1.1.1 Contribution of this thesis

With a call for increased collaboration across energy and meteorological research com-

munities, the authors in [Bloomfield et al., 2021] have helped lay the foundation for

this thesis. The aim of this work is to further build on essential ideas presented

by [Bloomfield et al., 2021], yet elaborate and adapt such further by drawing in-

spiration from previously mentioned successful strategies in the realm of electricity
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Condition CDD

Tmax ≤ TbaseCDD
0

Tavg ≤ TbaseCDD
≤ Tmax

Tmax−TbaseCDD

4

Tmin < TbaseCDD
< Tavg

Tmax−TbaseCDD

2 − TbaseCDD
−Tmin

4

Tmin > TbaseCDD
Tavg − TbaseCDD

Table 2: Calculation Cooling Degree-Days (CDD). Four intervals are considered
as a consequence of applying different conditions [Spinoni et al., 2017].

forecasting, applying and evaluating them for a case study of Spain. We think, how-

ever, that our approach could be easily applied for other countries as well.

In particular, when predicting the electricity demand for Peninsular Spain’s electricity

system, this thesis will focus on exploring the potential in terms of enhanced model

accuracy and robustness by applying one or more of the following concepts to the

main idea as presented in [Bloomfield et al., 2021]:

• A novel split degree-day approach to calculate degree-days, potentially entailing

a decreased sensitivity to selected baseline temperatures.

• A population-weighted degree-days approach, aiming to assign greater signifi-

cance to the temperature of more densely populated areas of the country.

• Replacing the country-level model by multiple local models by the means of:

– An arbitrary country-split in terms of compass direction (North-West,

North-East, South-West, South-East).

– A k-means clustering approach.

The structure of this thesis will be as follows: firstly, a theoretical review of related

work to the ideas presented above shall be presented, concluding with the current

state-of-the-art model as presented in [Bloomfield et al., 2021]. Thereafter, the base-

line formulation shall be presented, in terms of the previously derived state-of-the-art

model and an in-depth description of the data being used. Following that, the main

ideas listed above shall be outlined and explained further, leading to the final set of

constructed models that will be tested and compared to the baseline model. After

that, results will be demonstrated and analysed, concluding with some final remarks

including potential insights that can be drawn from this thesis and brief notes on

ideas worth exploring further.
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2 Related work

As it was pointed out by [Antunes-Azevedo et al., 2015], when calculating degree-days,

the definition of thresholds based on ambient or outdoor air temperature, such as in

Tables 1-2, as opposed to the actual indoor temperature, will differ across countries,

and even within countries. The authors also indicate the heterogeneity in the space

of base-temperatures for calculating degree-days to be arguably the biggest limitation

of the method. This is further highlighted in [Shi et al., 2016], where the variance

of base-temperatures is attributed to the level of economic development of the coun-

try, climatic conditions, general statistics of buildings, etc. The findings in [Kennard

et al., 2022] strengthened this hypothesis, concluding the parameter selection for the

base-temperatures to be the single most important feature in terms of variability of

degree-days.

Another feature subject to heterogeneity amongst research articles addressing electric-

ity demand forecasting is that of population-weighting. An early adoption of this con-

cept is seen in [Quayle and Diaz, 1980], where it is claimed that (heating) degree-days

ought to be weighted by population in order to more adequately reflect fuel demand.

As is explained in [EIA, 2023], when calculating population-weighted degree-days in

the U.S., one approach has been to divide the country into nine Census regions for

which weights are assigned on basis of the population count in the region relative

to the population count of the nation as a whole. Thereafter, degree-day recordings

are weighted by the corresponding population weight, essentially attributing greater

importance to more densely populated regions. The concept of population-weighted

degree-days was further utilised in [Taylor, 1981] as a mean to attain realistic esti-

mates of potential fuel demand for Canada. In a more recent study, [Kennard et al.,

2022] demonstrated the importance of considering the population weight when calcu-

lating degree-days, arriving at a statistical significant difference in the global rate of

change between area-weighted cooling degree-days and population-weighted cooling

degree-days.

In a case study of Spain, [Valor et al., 2001] collected weather data from four weather

stations that were deemed to be representative of peninsular Spain as well as geo-

graphically corresponding population statistics. Thereafter, a population-weighted

temperature index representing the most dominant areas of electricity consumption

in Spain was constructed, which when regressed on actual consumption data showed

a correlation coefficient between 0.79 − 0.86. In the same paper, it was shown that

electricity load is relatively insensitive to changes in air temperature around an inter-

val centered at 18 degrees Celsius.
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Just as there is heterogeneity in the space of possible base-temperature thresholds,

there exist a variety of methods with which degree-days can be calculated. Apart from

the MET expressions in Tables 1 and 2, another approach to calculate degree-days is

presented in [Bloomfield et al., 2021] by simply using the mean temperature of the

day and comparing it to the predefined base-temperatures, as will be shown in more

detail later.

Another noteworthy observation made by [Kheiri et al., 2023] came as the authors

designed a novel approach to the traditional methods of calculating degree-days; op-

posed to using base-temperature sensitive degree-days (as highlighted previously) as

a measure of building energy use, the authors proposed the so-called split degree-day

method. The method builds on partial degree-days calculated for two intervals of

each day: one covering peak electricity demand hours, and the other one covering

the remaining hours of the day. It could be shown that the split degree-day method

performed superior to conventional ways of calculating degree-days, and more notably

was much less sensitive to the selected base-temperature. The authors argue that,

when estimating building energy consumption, conventional degree-days yield signif-

icant inaccuracies. Parameters that essentially determine the electricity consumption

(e.g., efficiency of a fan) might vary substantially throughout a day, leading to impre-

cision as data is aggregated to a daily basis. Thus, by considering more information

associated with the weather characteristics, as opposed to limiting this information

to the daily mean temperature, for instance, such inaccuracies could be counteracted.

By separating peak-hours from the rest of the hours of the day, [Kheiri et al., 2023]

makes a strong case when arguing that such an approach more accurately captures

daily fluctuations of temperature. When considering temperature data from 801 dif-

ferent locations in the U.S., the authors proceed to show the superiority of the split

degree-day method in relation to a conventional benchmark model with an improve-

ment of more than 5 percent in the accuracy of estimated total annual energy usage,

followed by an 8 percent improvement in terms of the corresponding heating energy

usage (forecast horizon unknown).

In symbiosis with a new EU initiative Subseasonal-to-seasonal forecasting for En-

ergy (S2S4E), Bloomfield et al. [2021] presents a variety of different country-level,

daily indicators for 28 European countries, aiming to provide a fully calibrated, post-

processed power system forecast as the first one of its kind. In addition to skillful

indicators covering wind power and solar photovoltaic power generation, the article

presents a multiple linear regression model based on the concept of degree-days, in-
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tended to capture weather-dependent variations of nationally aggregated electricity

demand. The multiple linear regression model is trained separately for each of the

28 countries on observed country-level daily total electrcity load from 2016-2017,

retrieved from the ENTSO-E transparency platform, and thereafter validated on

data from 2018 [Bloomfield et al., 2020]. The model is presented in detail in Sec-

tion 3.
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3 Baseline

The baseline model for this research will be the one presented in [Bloomfield et al.,

2021]. The authors use a model that maps temperature data to an estimate of na-

tionally aggregated electricity load. This multiple linear regression model is given

by:

Demand(t) = α0 + α1(t) + α2HDD(t) + α3CDD(t) +

9∑
i=4

αiDAY (t), (1)

where, as in [Bloomfield et al., 2021], t is the time step in days (in [Bloomfield et al.,

2021], count starts at 01/01/2016). In the model, α0 and α1 are terms aiming to

capture the constant background level of demand, whereas α4 to α9 are dummy

variables capturing the day-of-week effect (the 7-th dummy variable is as by standard

not included due to multicollinearity issues). Lastly, α2 and α3 are intended to

capture the sensitivity of electricity as a function of heating and cooling degree-days,

respectively, with:

HDD(t) =

15.5 − T (t) if T (t) < 15.5

0 otherwise
, (2)

CDD(t) =

T (t) − 22 if T (t) > 22

0 otherwise
, (3)

where T denotes the daily mean of the country-average temperature. It is highlighted

by the authors that human behavioral factors, as captured by α1 and α4−9, might

be removed, yielding an estimation of merely the weather-dependent demand. The

full model, however, achieves an average R2-score of 0.80 [Bloomfield et al., 2021].

Before reviewing further the concept of the conventional degree-day method used

in this baseline model (demonstrated in Eqs. (2) (3)), the data used, both for the

baseline model as well as alternative models presented later in this report, shall be

presented.

3.1 Data

3.1.1 Temperature data

The temperature data is retrieved from the ERA5-land reanalysis data set, with a

temporal resolution of 1-hour and spatial grid resolution of 0.1 degrees (around 9 km in

both latitudinal and longitudinal direction). The reanalysis data set reconstructs the

recent atmosphere by combining model data with observations and provides accurate
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descriptions of the climate, going back multiple decades [Copernicus, 2024a]. From

the reanalysis dataset, 2m air temperature is retrieved from which the corresponding

degree-day indicator value is calculated. It should be mentioned that the resolution of

0.1 degrees is higher than that used in [Bloomfield et al., 2021], however, their choice

of reducing the spatial resolution to 1.5 degrees was associated with the need for the

temperature data to be compatible with the resolution of used forecasting models.

Further, considering the given setup of the baseline model, it is necessary for this

purpose to have the data resampled to daily resolution.

3.1.2 Electricity demand data

The electricity data used in this study is observed national electricity demand with

hourly temporal resolution and is obtained through the ENTSO-E Transparency Por-

tal. The available history of such data for Peninsular Spain is from 2014-12-19 to

present day, however, the most recent data is provided in 15-min resolution and has

therefore been re-sampled to 1-hourly resolution to be compatible with the rest of the

data. For the baseline model, this data will be further re-sampled to daily temporal

resolution in order to be compatible with the format of the temperature data in the

multiple linear regression model.

3.1.3 Data visualization

In order to understand the construction of the baseline model, it is necessary to review

the main characteristics of the temperature as well as electricity load in Spain.
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Figure 1: Example plot of temperature with difference between day and
night highlighted (data points have been arbitrarily classified as to belong to the
class ”night” if the recorded hour falls in-between 23pm-7am).
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As is clearly demonstrated in Fig. 1, temperature in Spain follows an annual cycli-

cal variation; temperature troughs during winter, increases throughout spring and

peaks during the summer months, and thereafter gradually sinks during the months

of fall. It is also obvious that, throughout the year, day temperatures are generally

higher than night temperatures. Thus, there is an additional 24-hour cyclical varia-

tion pertaining to temperature. A measure to avoid this daily variation, as is done

by [Bloomfield et al., 2021], is to re-sample the data to daily format.

Due to the dependence on temperature for electricity for heating and cooling, with

temperature as previously stated displaying distinct annual cyclical variations, elec-

tricity load exhibits a bi-annual cyclical variation; as temperature troughs, electricity

demand for heating peaks, and as temperature peaks, electricity demand for cooling

also peaks. Hence, there is generally a strong positive correlation between the two

variables during summer months, followed by a negative correlation during winter

months. Considering the construction of the HDD and CDD functions (see Eqs. (2)-

(3)), both degree-day variables will be correlated with temperature as follows:

• in winter-time, temperature decreases → there is a need for heating → electricity

demand increases (peak in electricity load).

• in spring-time, temperature increases → need for heating drops (and there is

yet relatively little need for cooling) → electricity demand drops (trough in

electricity load).

• in summer-time, temperature increases → need for cooling increases → electric-

ity demand increases (peak in electricity load).

• in fall-time, temperature decreases → need for cooling drops (and there is yet

relatively little need for heating) → electricity demand drops (trough in elec-

tricity load).

Further, electricity load displays a daily cyclical variation as demand troughs during

night-time and peaks during day-time. However, considering that both temperature

and electricity demand variables are re-sampled to daily resolution, such cyclical vari-

ation can be disregarded.

Lastly, by observing Fig. 2, it is clear that there is also a weekly cyclical variation in

electricity demand; indeed, electricity consumption normally drops during weekends.

Hence, it stands to reason to include α4−9 in Eq. (1), aiming to capture this weekly

variation by the means of dummy variables.
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3.2 Conventional degree-day method

As previously described, there is a plethora of possible methods one can utilise when

calculating the degree-day variables. This baseline method of calculating HDD and

CDD will therefore be limited to the one presented in [Bloomfield et al., 2021] as

shown in Eqs. (2)-(3). As previously stated, the daily-average country-mean is used

as input to both the HDD and CDD functions and is approximated by considering all

ERA5 reanalysis grid boxes (with a spatial resolution of 0.1 degrees) using a country

mask and averaging across these. Applying a country mask corresponding to Spain

allows for a selection of temperature values recorded only for grid boxes included

within the specified region. Thus, as is done in [Bloomfield et al., 2021], country-

average temperature for each point in time (daily, in this case) can be calculated as

follows:

Tcountry =
1

|S|

|S|∑
s∈S

Ts, (4)

where S denotes the family of grid boxes within the borders of the specified country

mask, and T denotes the average daily temperature for a specific grid box.

It should be noted that, as was previously discussed, the thresholds of 15.5 and 22

degrees Celsius for the HDD and CDD variables, respectively, could be subject to

change depending on context in and location where the model is deployed. However,

these thresholds are utilised for all 28 countries in [Bloomfield et al., 2021], and

will therefore be applied to the baseline model used in this paper as well. Figure 3

demonstrates the relationship between the degree-day variables and country-average
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daily-mean temperature; for temperature values lying below the HDD threshold (the

lower threshold corresponding to 15.5 degrees Celsius), it is assumed there is a need

for heating, thus the HDD indicator assumes positive values whereas CDD indicator

is 0, and for values of temperature above the CDD threshold (the upper threshold

corresponding to 22 degrees Celsius), the assumption is that cooling is required, and

the CDD indicator therefore takes positive values whereas HDD is identically 0.



16

4 Methodology

4.1 Model score measurements

Before going deeper into the methodology of this research, the two score measure-

ments that will be consistently used for the evaluation of each model presented herein

shall be stated. The first measurement, commonly referred to as the coefficient of de-

termination, measures the proportion of the variance of the observed data explained

by the model and is given by:

R2score = 1 − SSres

SStot
, (5)

where SSres =
∑n

i=1(yi− ỹi)
2 and SStot =

∑n
i=1(yi− ŷ)2, with yi, ỹi and ŷ being the

actual value of the dependent variable, the predicted value of the dependent variable

from the regression model, and the mean of the observed data, respectively. Secondly,

the Mean Absolute Percentage Error (MAPE) score will be utilised, which measures

the average error size of predictions, and it is given by:

MAPEscore = 100 · 1

n

n∑
i=1

|yi − ỹi
yi

|, (6)

with the variables consistent with the variables in Eq. (5).

4.2 Novel approach: Split degree-days

Initially, the strategy was to construct many local models (one for each region in

Peninsular Spain) using regional electricity demand data, and aggregate the cor-

responding predictions to a global, country-level prediction. This would enable the

application of locally optimized models using locally optimal thresholds for the degree-

days variables. However, due to data restrictions, such approach was not feasible and

country-level data had to be used instead. Therefore, it was desired to extend the

methodology of degree-day calculations as used in [Bloomfield et al., 2021], with the

aspiration to investigate whether it would also be possible to construct a method more

robust and less sensitive to the specific base thresholds being used.

To this end, the alternative, novel method of the split degree-day calculation as pre-

sented in [Kheiri et al., 2023], with the property of being potentially less sensitive

to the selected base-temperature thresholds, shall be presented more in-depth. The

split degree-day indicator, as opposed to the conventional degree-day method de-

scribed previously, constitutes of two partial degree-day variables that are derived

separately for two disjoint time intervals in a day. The authors denote the inter-

val in which the peak temperature of the day occurs as (v, w), where 1 ≤ v and
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w ≤ 24, and the remaining two intervals (hours before and after the peak interval)

as (1, v′) ∪ (w′, 24) = (v, w)′ with v′ ≤ v, w ≤ w′. Thereafter, the split degree-day

indicators sHDD and sCDD are calculated for both intervals as follows:

sHDD(v,w) =

(
TbaseHDD

−
T(v,w)max

+ T(v,w)min

2

)+

, (7)

sHDD(v,w)′ =

(
TbaseHDD

−
T(v,w)′max

+ T(v,w)′min

2

)+

, (8)

and

sCDD(v,w) = (
T(v,w)max

+ T(v,w)min

2
− TbaseCDD

)+, (9)

sCDD(v,w)′ = (
T(v,w)′max

+ T(v,w)′min

2
− TbaseCDD

)+, (10)

with + indicating only non-negative values are considered.

At this point, the reader might appreciate an example of an arbitrary configuration.

If the split-hour (s) corresponds to 13:00 and the window-size (δ) is 3 hours, the two

intervals are defined as follows:

(v, w) = (s− δ, s + δ) = (13 − 3, 13 + 3) = (10, 16), (11)

(v, w)′ = (1, v − 1) ∪ (w + 1, 24) = (1, v′) ∪ (w′, 24) = (1, 9) ∪ (17, 24). (12)

Thereafter, optimal split-hour (split-hour := median hour [= mean hour due to sym-

metry] of (v, w) = v+w
2 ) and window-size (i.e. |v+w

2 −v′|−1 = |v+w
2 −w′|−1) are de-

rived by considering (possible split-hours) · (possible window-sizes) = 24·12 = 288 dif-

ferent configurations. For finding such optimal combination, [Kheiri et al., 2023] con-

sidered the coefficients of determination (R2-score) of simulation models estimating

the yearly energy consumption of buildings, using base-temperatures TbaseHDD
= 18

and TbaseCDD
= 10. Eqs. 7-(10) are visualised in Fig. 4, where a pair of arbitrary

split-hour and window-size has been chosen for both degree-day variables.

As in [Kheiri et al., 2023], different combinations of peak-hours and window-sizes

are tested, with, as previously stated, the objective of finding a configuration that is

relatively insensitive to the base-temperature thresholds for the degree-day variables

inputted, while still achieving a relatively high measure-of-fit. In order to limit the

computational load, the range of peak-hours and window-sizes will be limited to the
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Figure 4: Illustration of novel split degree-day method. Image taken from [Kheiri
et al., 2023].

following sets:

peak − hours = {8am, 9am, 10am, 11am, 12am, 1pm, 2pm, 3pm, 4pm, 5pm},

window − sizes = {1hr, 2hr, 3hr, 4hr, 5hr, 6hr},

yielding a total of |peak-hours|·|window-sizes| = 10 · 6 = 60 combinations. It shall

be emphasized again that [Kheiri et al., 2023] experimented with a total of |set of

possible peak-hours| · |set of possible window-sizes| = 24 · 12 = 288 combinations,

however, based on the underlying hypothesis of the split degree-day concept, the 60

combinations derived previously are deemed sufficient (regardless of the time of the

year, the peak temperature of the day ought to be covered by at least one of the

intervals tested for, which is the intrinsic idea of the split degree-day method).

For each of these combinations, the multiple linear regression model given in Eq. (1)

is trained and evaluated using a 10-fold Cross-Validation (CV), using country-level

electricity demand data for all possible combinations of CDD and HDD threshold

parameters. For each combination, the resulting R2-score is the average of all 10

R2-scores calculated in the 10-fold CV. Again, to assure a feasible computational

load, the cardinality of the two sets of threshold parameters shall for this purpose be
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limited to 5:

• CDD = {15.0, 17.5, 20.0, 22.5, 25.0},

• HDD = {10.0, 12.5, 15.0, 17.5, 20.0}.

These two sets are deemed representative of probable, ”true” thresholds for both

HDD and CDD variables in any region of Peninsular Spain. Hence, for every combi-

nation of peak-hour and window-size, there will be |CDD|·|HDD| = 5 · 5 = 25 total

combinations of CDD and HDD threshold parameters evaluated. In order to obtain

a split-hour and window-size configuration yielding a relatively high measure-of-fit

while simultaneously considering the robustness of the model (i.e., how sensitive the

model is to changes in the base thresholds for HDD and CDD), a signal-to-noise ratio

is for each configuration calculated as follows:

signal(peak−hour,window−size) =
medianscore

IQRscore
=

medianscore

Q75 −Q25
. (13)

Finally, the combination of peak-hour and window-size that produces the highest

signal value shall be considered as the optimal configuration for the novel split degree-

day calculation in this setting.

4.3 Population-weighting

As previously brought up, another potential source of increased predictability of the

baseline model formulation is the approach of weighting the degree-day values by the

corresponding population density for each grid box. Hence, an in-depth description

of what type of available population data to be included and how it will be applied

will follow.

4.3.1 Population data

The population data is made available as Global Human Settlement (GHS) Popu-

lation variable by Copernicus and comes with several spatial resolutions as well as

Coordinate Reference Systems (CRS) in 5-year intervals (starting from 1975). The

raster (grid) contains information of the human settlement and is expressed as the

number of people per grid cell [Copernicus, 2024b]. For the purpose of this research,

population data with a spatial resolution of 30 arcsec ≈ 31m and WGS84 CRS (i.e.,

the same CRS as temperature data is expressed in) is retrieved. For the population

data to be compatible with the temperature data from the ERA5-land data set (and

thus the temperature-derived degree-day values of the same resolution), a spatial ag-

gregation with final spatial resolution of 0.1 degrees is realized.
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In order to be able weight degree-day values per grid cell, population count data is

converted to population density data; each grid cell value is expressed as relative to the

total count of the whole grid covering Peninsular Spain, calculated as follows:

popdensityp =
countp∑
countp,p∈S

, (14)

where S denotes the same family of grid boxes as before (due to the previously

mentioned spatial aggregation of the the population raster), and countp denotes the

population count for grid box p.
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Figure 5: Population-density data (as percentage of total population) for Spain
2020.

As mentioned, population count data is available as a snapshot every 5 years, starting

from year 1975 until year 2020. In the interest of time, the population data for year

2020 will serve as a proxy for the whole period from 2014 and onwards (as will be

further discussed in future research points, a potential improvement of the method-

ology could be to use multiple population density rasters and linearly interpolate the

data in-between these, taking into account more precisely the population density and

how it affects the electricity demand on a country-level). After applying the country

mask and the above transformation of the population count data, the final popula-

tion density grid for Spain is demonstrated in Fig. 5. It should be noted that the

electricity demand data of the islands on the east-coast of Spain are not considered

in this research, however, due to the relatively small impact of the population count

in these areas, these are not excluded in the final population density grid.
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4.4 Local models

Given the disparity of Peninsular Spain in terms of geography and climate, as dis-

cussed in a previous section, it is reasonable to suggest that different degree-day vari-

able thresholds should be applied to different parts of the country. As mentioned in

Section 4.2, the objective was initially to utilise regional observed electricity demand

data and train separate local models, whose combined output would be considered the

estimate for the entire Peninsular Spain’s electricity demand. Again, due to limited

data supply, such an approach turned out to be infeasible. To this end, in addition

to the construction of the novel split degree-day method, two approaches that could

potentially circumvent this obstacle shall be considered. First, a näıve split of the

country into four different regions will constitute the basis for a first localised ver-

sion of the country model, where each region is optimised for independently using a

locally optimal set of thresholds. Secondly, a more sophisticated clustering approach

will be considered, utilising the k-means machine learning technique in order to split

the country into different regions by the means of a similarity measure.

For both approaches, the training phase process is similar. It constitutes of tuning

the threshold parameters for one region at a time by considering all possible com-

binations of CDD = {15, 17.5, 20, 22.5, 25} and HDD = {10, 12.5, 15, 17.5, 20}, while

keeping the other regions’ parameters fixed to the thresholds deemed optimal for the

corresponding country-level model. For the region being optimised for, the best set

of threshold parameters is determined based on the R2-score measure-of-fit in the

10-fold CV. This procedure allows for locally optimised models without access to re-

gional electricity demand data. It shall be noted that the R2-test score, as well as

the MAPE 10-fold CV and test scores, are also computed and documented, but will

not influence the final choice of tuned degree-day parameters.

4.4.1 Local models: arbitrary geographical split

As previously explained, the first local approach entails splitting the country into

four arbitrary regions; North-East (NE), North-West (NW), South-East (SE), South-

West (SW), with the aim to apply for each region optimal degree-day thresholds. The

geographical division is arbitrarily carried out by selecting the middle coordinates in

the longitudinal as well as the latitudinal direction of the country mask. As is visible

in Fig. 6, such division will result in a disparity in the sizes attained by each region.

For instance, the North-West region include many more nodal elements as compared

to South-East region. To account for this, the degree-day variables will for each

region be scaled by the size of the total number of nodal elements the region covers;

that is, the degree-day variables of a large region will be assigned greater significance
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than that of a small region when aggregating to country-level variables. Obviously, in

order to enable a population-weighting of the degree-day variables of each region, the

population raster must be split identically (see Fig. 14 in Appendix). The arbitrary

split of the country into the four regions is visualized in Fig. 6.
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Figure 6: Snapshot (2014-01-01) of regional boundaries for four arbitrary regions of
Peninsular Spain.

4.4.2 Local models: k-means clustering approach

Granted that the arbitrary division produced by the horizontal and vertical center

points of the country mask achieves promising results, it would give reason to be-

lieve that a more thoughtful approach could yield superior results. To this end, as

opposed to dividing the map of Peninsular Spain into four arbitrary regions, a more

sophisticated approach to realize the split will follow hereafter, rooted in the k-means

clustering approach.
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The k-means clustering method, as previously described, works by considering the

similarity between vectors in a d-dimensional vector space, given a predefined simi-

larity measure. A common such similarity measure is the Euclidean distance between

points in the space:

d(p, q) =

√√√√ d∑
i=1

(qi − pi)2. (15)

Given the assumption that the temperature in any given region is essential in deter-

mining the ‘true” threshold values for the CDD and HDD indicators, it is a reasonable

approach to use temperature as the key component in separating the country into dif-

ferent clusters. For this purpose, the calendar year shall be divided into what is known

as the meteorological seasons:

• DJF: December to February,

• MAM: March to May,

• JJA: June to August,

• SON: September to November.

To this end, every grid point will be represented as a 4-dimensional vector, where each

component contains the average temperature value for the specific season (calculated

on hourly temperature data for the period 2014-01-01 - 2023-12-31). The number of

desired clusters will be specified beforehand, and is usually denoted by k.

The k-means algorithm works by selecting centroids (centers of mass), thereafter

measuring the distance (Euclidean, in this case) between the centroids (the number of

centroids being equal to k - one for each cluster) and every point in the 4-dimensional

space defined as in Eq. (15). Subsequently, each point in the space is assigned to

the cluster corresponding to the centroid with which it is most similar to (i.e., the

centroid with which the Euclidean distance between the point and the centroid is

minimized). A new set of centroids is thereafter computed as the new center of

mass of this updated cluster, and the iterations proceed until convergence (i.e., until

the cluster assignments do not change from one iteration to another). For the first

iteration, k random centroids are selected.

4.5 Model universe

The idea in this section is to present the model universe; in addition to the baseline

model (the model whose results will serve as the benchmark for the results produced
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by any other model presented herein), the model universe constitutes of all possible

models that are constructed by modifying the baseline model by:

• the split degree-day approach (4.2), or

• a population-weighting approach (4.3, or

• the local arbitrary modelling approach (4.4.1), or

• the local k-means modelling approach (4.4.2), or

• a combination of two or more of the approaches above.

The model performance will be evaluated based on the two previously introduced

well-known and frequently-used error measurements; R2-score and MAPE-score. The

evaluation will be done in two stages. First, the model performance shall be evaluated

using the 10-fold Cross-Validation approach seen previously, where 10 percent of the

training data is repeatedly held out (the model is trained on the remaining 90 percent

of the training data) as a validation set, which is then compared against corresponding

predictions. As this is done 10 times, the resulting validation scores (for both R2 and

MAPE) is computed as the average of scores of all folds. As adjacent points in a non-

stationary time series are probable to be correlated with each other, the first and last

two values in each validation set will be excluded from the validation score calculation.

Secondly, the model is trained once more, but on the entire training set, and evaluated

against the test data which it has not seen before. It shall also be emphasized that

the division of the data, both the explanatory variables as well as the target variable,

is made using the same parameterization in terms of history of the data, split-size

and random state, enabling a fair comparison between all models.

4.6 Baseline model - BL

The Baseline model (BL) is the model as defined in Eq. (1), with threshold parameters

of 15.5 and 22 for HDD and CDD variables, respectively. In order to get a country-

level estimation of the electricity demand, the degree-day variables will be averaged

across the entire grid.

4.7 Optimised Baseline model - OBL

This model is identical to the BL model, however, for the OBL model the threshold

parameters are determined by considering the parameterization yielding the highest

10-fold CV R2-score.
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4.8 Population-weighted baseline model - PBL

The Population-weighted Baseline model (PBL) is constructed by weighting the grid-

level degree-day outputs by the corresponding population density. Thereafter, all

grid point values across the grid are aggregated. The population density data has

already been normalised to sum to 1.0 at this stage, thus no additional measures are

necessary.

4.9 Optimised Population-weighted Baseline model - OPBL

As for OBL, the OPBL model is identically setup as the PBL, with the addition

of using the optimal threshold parameters as opposed to the conventional thresh-

olds.

4.10 Novel degree-day model - NDD

The Novel degree-day model is similar to the Baseline model, but with the difference

that instead of using the conventional degree-day calculation, the novel split degree-

day calculation as presented in Eqs. (7)-(10) will be applied.

4.11 Optimised Novel degree-day model - ONDD

The ONDD model corresponds to the NDD model, with the exception that instead of

using the conventional thresholds of HDD = 15.5 and CDD = 22.0, the thresholds are

found through the same optimization procedure as done for the OBL model.

4.12 Population-weighted Novel degree-day model - PNDD

This model is identical to the PBL model with the exception that the degree-day

variables are calculated using the novel degree-day approach (as opposed to the con-

ventional approach).

4.13 Optimized Population-weighted Novel degree-day model

- PNDD

As for the ONDD model, the OPNDD model corresponds to the PNDD model with

optimal threshold parameters.

4.14 Local conventional degree-day model - LCDD

The LCDD model is essentially the BL model divided into four subset; each subset is

optimised for one by one as described in Section 4.4.1.
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4.15 Local Novel degree-day model - LNDD

This model is identically setup as the LCDD model, except for the way in which the

degree-day variables are calculated; for the LNDD, this is done using the novel degree-

day approach. However, due to the intrinsic construction of the novel degree-day cal-

culation scheme, hourly temperature data is required for the degree-day calculation

of the LNDD model. Consequently, the computational load is more extensive, and

thus, tuning the CDD and HDD parameters will require unreasonable time (consid-

ering roughly 90, 000 time steps, where each time step includes the computation of

HDD and CDD variables of ≈ 10, 000 nodal coordinates). To this end, the same local

threshold parameters as found for the LCDD model will be applied in this case as well.

It is, however, with background to the intrinsic robustness of the novel degree-day ap-

proach that this decision is taken; indeed, the split-hour and window-size parameters

to be derived will represent the configuration of the Novel degree-day model that is

relatively insensitive to changes in threshold parameters, while achieving a relatively

good measure-of-fit.

4.16 Local Population-weighted conventional degree-day model

- LPCDD

The LPCDD model is the result of applying a population-weighting to the degree-

day values at each grid point calculated using the conventional degree-day approach,

before optimising for the regions one at a time.

4.17 Local Population-weighted Novel degree-day model - LP-

NDD

This setup is identical to that of the LPCDD model, with the difference lying in

the method with which the degree-day variables are calculated; LPNDD model uses

degree-days calculated using the novel split degree-day approach.

4.18 Local k-means conventional degree-day model - LKCDD

The LKCDD model is similar to the LCDD model, with the additional feature that

clusters are derived using the previously introduced k-means clustering approach on

temperature data. For each k, the regions will be optimized for as in the LCDD model;

by updating the HDD and CDD threshold parameters based on the best R2 measure-

of-fit for one cluster at a time, keeping all other clusters’ threshold parameters fixed

to the optimal threshold as found for the OBL model. After the optimal thresholds

for a cluster have been found, the HDD and CDD parameters are updated to these

thresholds before the next cluster is considered. Due to the randomness in the model
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stemming from which initialisation points are selected, each k will be experimented

for twice; each time with different initial centroids, and the final R2 and MAPE scores

will be computed as the average of those achieved for each of the two experiments.

Furthermore, for each experiment, the order in which the clusters are being optimized

for will depend on the initial centroids, and might therefore be scrambled. As previ-

ously mentioned, the contribution of each cluster will be weighted by the number of

nodal coordinates included in the cluster. The clustering will be done for k ∈ {2, 3, 4}.

4.19 Local Population-weighted k-means conventional degree-

day model - LPKCDD

The LPKCDD model is constructed similarly to the LKCDD model, however, instead

of weighting the contribution of each cluster by the corresponding cluster size, the

degree-day variables calculated for each nodal coordinate will be weighted by the

corresponding population density for that same coordinate.
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5 Experimental evaluation

When evaluating the results, a train and validation period has been determined to

be between 2014-12-19 - 2018-05-03, whereas the test period is between 2018-05-04 -

2019-12-31. This split between train and test data is consistent for all results provided

herein.

5.1 Split degree-day method - optimal configuration
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Figure 7: Each point in the plot is calculated as the median of all possible combi-
nations of degree-day thresholds for CDD and HDD variables over the interquartile
range (IQR = Q75 − Q25). The radius of the circle represents signal strength =
median
IQR , and the highest value is marked by the red dot.

Firstly, we shall present the results associated with the configuration of the split

degree-day method. In terms of maximizing the signal strength given by Eq. (13),

the optimal configuration, as visualised in Fig. 7, proved to be peak-hour := 15:00

and window-size := 5. Considering Fig. 11 in Appendix, it is obvious that this config-

uration yields a peak interval which captures both of the electricity load peaks for the

average 24-hour period, whereas, if considering Fig. 10 in Appendix, the peak-hour

of 15:00 is precisely the peak-hour of the average temperature curve of any given day.

This result is aligned with the theory of the split degree-day method as presented

earlier. As a side note, it should be mentioned that this approach of calculating the

signal strength assigns equal importance to all scores, indifferent to what combination

of the threshold parameters being used; even combinations that could be deemed ”less

likely”, for instance, the pair {HDD,CDD} = {20, 10}, are assigned the same impor-

tance as more probable threshold combinations. Therefore, it was also experimented

with assigning the weights to each score (one score is obtained for each combination

of thresholds) as derived by a Gaussian distribution, assigning greater significance to
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elements located more centrally in the sets CDD = {15.0, 17.5, 20.0, 22.5, 25.0}, HDD

= {10.0, 12.5, 15.0, 17.5, 20.0}. However, exactly the same peak-hour and window-size

configuration was obtained with this alternate method as well.

5.2 Parameterization of local models

5.2.1 Local arbitrary split
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Figure 8: Mean temperatures of Spain, arbitrary regions highlighted.

As becomes obvious by inspecting Fig. 8 and Tables 3-4, cooler areas (North-West and

North-East) are associated with lower optimal HDD thresholds and higher optimal

CDD thresholds, suggesting that such areas are more inclined to applying heating at

cooler temperatures, whereas cooling is first applied for relatively high temperatures.

For the warmer areas (South-West and South-East), population-weighting is appar-

ently significant in determining the optimal thresholds, resulting in relatively similar

base-temperatures for both heating and cooling.

Table 3: Parameterization - no
population-weighting

Region HDD CDD
North-West 12.5 25.0
North-East 12.5 22.5
South-West 20.0 17.5
South-East 17.5 15.0

Table 4: Parameterization - with
population-weighting

Region HDD CDD
North-West 15.0 25.0
North-East 12.5 22.5
South-West 17.5 20.0
South-East 17.5 17.5

5.2.2 k-means clustering split

Secondly, the resulting clusters generated by the k-means algorithm (the maps gener-

ated by each seasonal temperature component are visualised separately for each season
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in Appendix 15-18) for k ∈ {2, 3, 4} look, for the an arbitrary random state, as follows:
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Figure 9: Clustering achieved for k ∈ {2, 3, 4} based on mean seasonal temperatures.
Cluster 0 is merely included to facilitate computations (representing water) and can
be disregarded.

The paramerization corresponding to each cluster is given by tables 5-7 (with p.w.

indicating population-weighting has been applied):

Table 5: Parameterization - k=2

Cluster HDD CDD HDD-p.w. CDD-p.w.
1 10.0 22.5 12.5 22.5
2 17.5 17.5 15.0 20.0

For the parameterization when k = 2 in Table 5, if considering the mean temperature

as depicted in Fig. 8 and the clusters presented in Fig. 9, it is clear that, without

population-weighting, the generally cooler temperatures of cluster 2 yield a lower

HDD threshold and a higher CDD threshold than that of cluster 1. However, as the

degree-days are weighted by the population density, the difference between the opti-

mal thresholds is less extensive, but the same pattern is still present.

For k = 3, with corresponding parameterization visible in Table 6, cluster 2, the clus-
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Table 6: Parameterization - k=3

Cluster HDD CDD HDD-p.w. CDD-p.w.
1 20.0 17.5 20.0 17.5
2 12.5 22.5 20.0 22.5
3 15.0 25.0 12.5 25.0

Table 7: Parameterization - k=4

Cluster HDD CDD HDD-p.w. CDD-p.w.
1 12.5 22.5 12.5 25.0
2 20.0 22.5 10.0 25.0
3 20.0 17.5 20.0 17.5
4 17.5 15.0 15.0 25.0

ter with an on average cooler temperature, displays a similar behaviour as cluster 2

for k = 2; optimal HDD threshold is lower than those of the 2 warmer clusters, with

optimal CDD being significantly higher, and the difference between the two shrink as

population-weighting is applied. The on average warmest cluster, k = 1, displays the

opposite pattern; both with and without population-weighting, optimal HDD thresh-

old is higher than optimal CDD threshold, however, the difference between the two

is not as significant. Probably, this indicates that the dependence on the electricity

demand of heating is less significant in warmer areas, whereas cooling is generally

applied at lower temperatures. Lastly, for k = 3, the cluster for which temperature

is warm/cool, the same pattern as the one prevalent for the coolest cluster is distin-

guishable, with all thresholds, with and without population weighting, slightly higher.

For the clustering when k = 4 with parameterization in Table 7, the coolest cluster, 2,

is again displaying the same pattern as before, however, the application of population-

weighting is seemingly more significant in this case, pushing optimal HDD down and

optimal CDD up. The on average warmest cluster, 3, again shows a low threshold

for CDD and a relatively high threshold for HDD. The remaining clusters, 1 and

4, show similar optimal thresholds as population-weighting is applied, whereas the

relationship between the thresholds are otherwise flipped. Perhaps this indicates that

densely populated areas (such as Madrid) in cluster 4 are more prevalent to apply

heating at lower temperatures, whereas the effect of cooling is less significant.
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5.3 Model performances

Further, a comprehensive view should be given of the results of all models, in terms

of their 10-fold CV scores as well as the out-of-sample (OOS) test scores. This is

given below, with the top performers for both the R2 and the MAPE scores, as well

as for both training and test categories, highlighted in bold-face. Before reviewing

the results of this section more thorough, it serves to clarify the distinction between

the 10-fold CV (train) and OOS (test) categories. For both categories, the models’

performances are calculated based on predicting the electricity demand using input

data they have not been trained on. However, for each of the 10 folds in the CV,

the held-out sample is considerably smaller than the OOS. Also, by the manner in

which the CV is defined, for each held-out sample, except for the first and last one,

the model is trained on data on both sides (before and after) of the sample it is

tested on, which is not the case for the OSS, which includes data with start date

being located after the end date of the training data. In order to make the review

comprehensive yet reasonable in length, an in-depth review shall be limited to some

specific categories.

MODEL Acronym 10-fold CV OOS
Baseline model BL 4.6 Bloomfield et al. [2021] 0.7263 0.6666

Optimised Baseline model OBL 4.7 0.7403 0.6993
Pop-weighted Baseline model PBL 4.8 0.7405 0.6751

Optimised Pop-weighted Baseline model OPBL 4.9 0.7453 0.6852
Novel degree-day NDD 4.10 0.7327 0.6809

Optimised Novel degree-day ONDD 4.11 0.7369 0.7010
Pop-weighted Novel degree-day PNDD 4.12 0.7443 0.6852

Optimised Pop-weighted novel degree-day OPNDD 4.13 0.7444 0.6848
Local conv. degree-day LCDD 4.14 0.7438 0.6977

Local Pop-weighted conv. degree-day LPCDD 4.16 0.7512 0.6869
Local Novel degree-day LNDD 4.15 0.7408 0.7034

Loc. Pop-weighted Novel degree-day LPNDD 4.17 0.7474 0.6917
Loc. k-means conv. degree-day (k=2) LK2CDD 4.18 0.7454 0.7015

Loc. Pop-w. k-means conv. degree-day (k=2) LPK2CDD 4.19 0.7478 0.6866
Loc. k-means conv. degree-day (k=3) LK3CDD 4.18 0.7461 0.6981
Loc. Pop-w. k conv. degree-day (k=3) LPK3CDD 4.19 0.7480 0.6856
Loc. k-means conv. degree-day (k=4) LK4CDD 4.18 0.7456 0.6991

Loc. Pop-w. k-means conv. degree-day (k=4) LPK4CDD 4.19 0.7498 0.6846

Table 8: Score table - R2.
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MODEL Acronym 10-fold CV OOS
Baseline model BL 4.6 Bloomfield et al. [2021] 0.03515 0.03666

Optimised Baseline model OBL 4.7 0.03274 0.03413
Pop-weighted Baseline model PBL 4.8 0.03342 0.03469

Optimised Pop-weighted Baseline model OPBL 4.9 0.03255 0.03343
Novel degree-day NDD 4.10 0.03411 0.03571

Optimised Novel degree-day ONDD 4.11 0.03329 0.03414
Pop-weighted Novel degree-day PNDD 4.12 0.03275 0.03408

Optimised Pop-weighted Novel degree-day OPNDD 4.13 0.03250 0.03361
Local conv. degree-day LCDD 4.14 0.03245 0.03426

Local Pop-weighted conv. degree-day LPCDD 4.16 0.03165 0.03376
Local Novel degree-day LNDD 4.15 0.03275 0.03422

Local Pop-weighted Novel degree-day LPNDD 4.17 0.03207 0.03406
Loc. k-means conv. degree-day (k=2) LK2CDD 4.18 0.03239 0.03366

Loc. Pop-w. k-means conv. degree-day (k=2) LPK2CDD 4.19 0.03182 0.03366
Loc. k-means conv. degree-day (k=3) LK3CDD 4.18 0.03226 0.03364

Loc. Pop-w. k-means conv. degree-day (k=3) LPK3CDD 4.19 0.03184 0.03383
Loc. k-means conv. degree-day (k=4) LK4CDD 4.18 0.03219 0.03337

Loc. Pop-w. k-means conv. degree-day (k=4) LPK4CDD 4.19 0.03157 0.03380

Table 9: Score table - MAPE.

5.3.1 Not optimized models

By inspecting Tables 8-9, some facts become apparent. Firstly, in terms of both score

measures, it can be concluded that the worst performing model is in fact the Baseline

model (BL), ranking last out of all models for both the train and test sample. However,

as is emphasized in Section 4.6, this model, along with NDD, LNDD, LPNDD (see

Sections 4.10, 4.15, 4.17), are the only models not being optimised for. Comparing

among them, the BL model will still rank last, followed by the NDD model. For the

R2-score, however, the LNDD model achieves the highest test score of all models.

This could probably be attributed to the fact that the split degree-day method, the

intrinsic degree-day method utilised by this model, has been configured with the

objective of being relatively insensitive to the inputted baseline thresholds, while still

achieving a relatively high measure-of-fit. Hence, it stands to reason that the LNDD

model generalises relatively better to unseen test data, thus achieving the best OOS

score.

5.3.2 Best performing models - 10-fold CV

In terms of the best performing models on the 10-fold CV set, localized versions are

generally superior. Probably, this owes to the increased flexibility in such models,

due to the fact that each region is optimised for separately. For the MAPE score,

the LPK4CDD model is superior to all other models. It is also clear that, as could

be expected, the 10-fold CV score improves with the number of clusters, which again
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could be a cause of the increased flexibility of the model. For the R2 measure-of-

fit, the best performer on the 10-fold CV is the LPCDD model. Considering the

arbitrary split of the country into local regions for this model, this result is somewhat

surprising, as it suggests a better measure-of-fit is achieved by splitting the country

in this manner, as opposed to clustering the country into regions by considering the

general temperature pattern. Further, it should be noted that weighting the degree-

day outputs with the corresponding population density, for all models and both score

measures, increases the performance in the CV.

5.3.3 Best and worst performing models - test

In regards to the test data, the distribution of the performance of models is apparently

slightly different from what was presented for the CV scores. As previously men-

tioned, in terms of the R2-score, the LNDD model ranks on top. Also the LK2CDD

and ONDD models show notable results. In terms of the LK2CDD model, the perfor-

mance could be attributed to the fact that a clustering of k = 2 counteracts potential

overfitting to the data as seen higher up in the cluster hierarchy. For the ONDD, this

could again be a product of the way the split degree-day method was configurated.

On the other hand, the worst performing models OOS, except for the Baseline model,

is the Optimised Baseline model, followed closely by the NDD model. For the latter

of the two, it could potentially be a case of underfitting, given that the model has not

been optimised for in terms of threshold parameters.

5.3.4 General results

In general, for both score types and sample categories, it is clear that the differences

between the models’ performances are not that significant. Perhaps, given that the

construction of each model is rather different from any other, this is an indication

of the shortcomings of the underlying multiple linear regression model that is being

applied as the predictor mechanism for each model in this universe. It also suggests

that the non-weather-dependent coefficients of the regression model (i.e. all variables

except the degree-day variables) are imperative in predicting the electricity demand,

leaving a relatively lower significance to the degree-day variables as the models are

fitted. Thus, even if the degree-day variables for all models are intrinsically different

in their construction, their impact on the final result is marginalized by the relatively

large contribution of the variables the models have in common (again, all variables ex-

cept those of degree-days). An experiment using de-seasonalised electricity demand,

predicted solely by weather-dependent variables (i.e. the degree-day variables) as well

as an intercept, is briefly discussed in Section 8.2.1 in Appendix.

By inspecting Figs. 19 20 in Section 8.2, it is clear that all models produce degree-day
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variables of relatively high correlation when compared to each other; all correlations

being higher than 0.9, which is undoubtedly another reason for the similar perfor-

mances of the different models.

It shall also be mentioned that when fitting the multiple linear regression model

without intercept, the R2-score can appear inflated due to the increased SStot term

in Eq. (5) as ŷ is removed, however, leading to substantially worse predictions. Im-

portantly, all regression models in this research are fitted with intercept.



36

6 Conclusion

This dissertation has attempted to provide an extensive assessment of the potential

impact of applying promising research findings and novel concepts to the skillful elec-

tricity demand prediction model as presented by [Bloomfield et al., 2021]. Particularly,

this research has been centred around the use of the so-called degree-day variables

in predicting country-level electricity demand for Spain, and exploring the ideas of

the novel split degree-day method presented in [Kheiri et al., 2023], the approach of

weighting degree-days by the corresponding population density of the specific area,

as well as attempting to increase the flexibility of the country-level prediction model

by exploring with clustering approaches to identify similar regions within the country

and taking into account the heterogeneous climate across these.

This study has shown that improvements to the Baseline model 1 are possible. Specif-

ically, the application of optimised degree-day variables in terms of optimal threshold

parameters has proven to be effective. Moreover, it has been shown that there is an

apparent benefit in including the element of population-weighting when predicting

electricity demand as a function of temperature. Even if the clustering, based on

temperature data, of the country into a set of distinct regions has shown to be a

capable approach, the added value is apparently less significant than what was ex-

pected. In general, given that the degree-day input variables to the Baseline model

are optimised and population-weighted, the added effect of extending the method to

include locally optimised clusters, regardless in which way these clusters are attained

by (i.e., whether the clustering is arbitrary or by applying the k-means clustering

approach), is generally negligible.

7 Future work

There are areas related to this research that can be further explored. For instance, as

is depicted by Figs. 19- 20 in Appendix, the resulting degree-day variables, across all

models, are relatively similar. However, given that the methods by which they have

been computed are rather different, including more countries in the research would be

interesting. Further, another promising research area that could be pursued is to con-

sider a more flexible prediction mechanism than the multiple linear regression model

given in Eq. (1). Perhaps, increased flexibility of the model could lead to enhanced

accuracy. In order to increase reliability of the population-weighting approach, the

use of multiple population count rasters might also prove useful. Lastly, given that

there is reason to believe optimal thresholds for the degree-day variables are not only

dependent on the spatial location for which the variables are calculated, but also of

the time of the year, considering time-varying thresholds could be fruitful in further
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optimizing the prediction model.
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8 Appendix

8.1 Data
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Figure 10: Temperature distribution by hour (calculated on data 2014-12-19 - 2019-
12-31). Code from: [Amat-Rodrigo and Escobar-Ortiz, 2024].
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Figure 11: Electricity load distribution by hour (calculated on data 2014-12-19 - 2019-
12-31). Code from: [Amat-Rodrigo and Escobar-Ortiz, 2024].
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Figure 12: Electricity load distribution by month (calculated on data 2014-12-19 -
2019-12-31). Code from: [Amat-Rodrigo and Escobar-Ortiz, 2024].
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Figure 13: Electricity load distribution by weekend and weekday (calculated on data
2014-12-19 - 2019-12-31). Code from: [Amat-Rodrigo and Escobar-Ortiz, 2024].
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Figure 14: Population data (2020) for arbitrarily-split regional models for Spain.
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8.2 Results
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Figure 15: Mean seasonal temperature for Spain - season SON.

0 20 40 60 80 100 120 140

0

20

40

60

80

Seasonal average temperature - season MAM

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

Figure 16: Mean seasonal temperature for Spain - season MAM.
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Figure 17: Mean seasonal temperature for Spain - season JJA.
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Figure 18: Mean seasonal temperature for Spain - season DJF.
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Figure 19: Heatmap of correlation coefficients calculated on HDD variables produced
by each model.
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Figure 20: Heatmap of correlation coefficients calculated on CDD variables produced
by each model.

8.2.1 Results for models fitted on de-seasonalised electricity demand

In order to combat the mentioned marginalization due to the weekly cyclical varia-

tion in electricity demand captured by the dummy variables in the regression model,

results shall be presented where the dependent variable has been de-seasonalized (i.e.

weekly variation removed) and predicted solely using the degree-day variables (in ad-

dition to the model intercept coefficient). The resulting electricity demand series has

only a trend as well as a residual component, and in-sample train scores as well as

out-of-sample test scores are visible for each model in Figs. 21-22. As is apparent,

although differences amongst model are distinguishable to a larger extent in this way,
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their performances are still relatively similar.
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