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1 Executive Summary 

The goal of this project is to assess the suitability of the NEMO code to run simulations on extremely 
high resolution global grids and provide information on the major bottlenecks constraining its 
scalability, in order to address the ever-increasing demands of oceanic forecasting and facilitate the 
deployment of these configurations in the next years. 

Special focus will be put into 1/36º resolution, one of the target configurations in the NEMO 
Development Strategy, whose performance will be assessed and compared with other resolutions.  

The experts that will develop this project belong to the Performance Team of the Earth Sciences 

Department at the Barcelona Supercomputing Center (BSC). This is an experienced team specialised 

in parallel model’s performance, with proven expertise in analysing parallel programming model 

codes using cutting-edge performance tools. 

2 Track Record 

The members of the Computational Earth Sciences group in general, and the Performance Team in 
particular, have been involved in a range of projects related to the improvement and optimization of 
Earth Sciences models in HPC. As an example, they contributed to the IS-ENES2 (GA 312979) FP7 
project on fostering the integration of the European climate modelling community and the 
development of Earth System Models (ESM) for advancing the understanding and predictions of 
climate variability and change, by providing scalability and performance analysis using cutting-edge 
performance tools; nowadays they are contributing to the ESiWACE (GA 675191) H2020 project, 
whose aim is to improve efficiency and productivity of numerical weather and climate simulation on 
high-performance computing platforms by supporting the end-to-end workflow of global Earth 
system modelling in HPC environment, by constructing an Extreme-scale climate demonstrator, 
based on EC-Earth model, featuring the NEMO ORCA12 configuration. Also, they will participate in 
the recently approved ESCAPE2 (GA 800897) H2020 project, which aims to develop world-class, 
extreme-scale computing capabilities for European operational numerical weather and climate 
prediction, and provide the key components for weather and climate domain benchmarks to be 
deployed on extreme-scale demonstrators and beyond. They contribution to this project will be, 
among other activities, to define and analyze benchmarks and assess their performance. 

The Barcelona Supercomputing Center was established in 2005 and is a key element of and 
coordinates the Spanish Supercomputing Network, which is the main framework for granting 
competitive HPC time to Spanish research institutions. Furthermore, BSC-CNS is one of six hosting 
nodes in France, Germany, Italy and Spain that form the core of the Partnership for Advanced 
Computing in Europe (PRACE) network. PRACE provides competitive computing time on world-class 
supercomputers to researchers in the 25 European member countries. 

The Center houses Mare Nostrum, one of the most powerful supercomputers in Europe with 
165,888 cores and 11.15 Pflops capacity. The mission of BSC is to research, develop and manage 
information technologies in order to facilitate scientific progress. BSC combines HPC service 
provision, and R&D into both computer and computational science (life, earth and engineering 
sciences) under one roof and currently has over 480 staff from 44 countries. BSC has collaborated 
with industry since its creation, and participates in various bilateral joint research centers with 
companies such as IBM, Microsoft, Intel, NVIDIA and Spanish oil company Repsol. The Center has 
been extremely active in the EC Framework Programs and has participated in over 100 projects 
funded by it. BSC is a founding member of HiPEAC, the ETP4HPC and other international fora. 

The ES-BSC activities with the focus on global climate modelling and prediction are based on 
research, development and predictions with the EC-Earth climate forecast system. EC-Earth is the 
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state-of-the art coupled climate model that is being developed and used for climate predictions and 
projections by the European consortium of more than 20 research and operational institutions from 
European Centre for Mid-range weather Forecasts (ECMWF is provider of the atmospheric and land 
components) to ES-BSC. Beside contributing to the 5th phase of the Coupled Model Intercomparison 
Project (CIMP5) critical for the UN IPCC Fifth Assessment Report (AR5), global climate research 
activities at ES-BSC enable provision of various historical reconstructions and initial conditions to the 
EC-Earth community for analysis of climate dynamics and for seasonal to decadal climate 
predictions. The ES-BSC is already active in the planning and design of the future Coupled Climate 
Model Intercomparison project, CIMP6, and is preparing to make key contributions including the 
ground-breaking high-resolution climate simulations with EC-Earth. 

BSC-CNS hosts a range of high-performance computing (HPC) systems of which the most relevant is 
Mare Nostrum IV, deployed in 2017, and 12.4 times more powerful than the previous Mare Nostrum 
3, with an overall performance capacity of 13.7 Petaflop/s. The general-purpose element, counts 
with 48 racks and more than 3,400 nodes of next generation Intel Xeon processors and a central 
memory of 390 Terabytes. The second element of Mare Nostrum 4 is formed by clusters of three 
different technologies that are being added and updated as they become available. These are 
technologies currently being developed in the US and Japan to accelerate the arrival of the new 
generation of pre-exascale supercomputers. 

 Mare Nostrum 4: Intel Xeon Platinum 8160 CPU with 24 cores each, 2.10 GHz, for a total of 48 
cores per node, 100 Gbit/s Intel Omni-Path. 

 Future Emerging Technologies clusters (part of Mare Nostrum 4). Available during 2018-2019: 

o cluster IBM POWER9 processors and NVIDIA Tesla GPUs 
o cluster Intel Knights Hill processors. 
o cluster formed of 64 bit ARMv8 processors (technologies from the Japanese Post-K 

supercomputer) 

3 Quality of Resources to be Deployed 

3.1 Description of Resources 

The BSC-ES is a collaborator of the NEMO development team, and member of the NEMO HPC 

working group, providing the consortium with performance reports and code optimisations. As a 

result of this collaboration two optimisation branches were created in the NEMO code repository, 

being both merged into the NEMO 3.6 stable version and trunk. These developments are taken as a 

basis for further improvements in the communications within the model. Following the success of 

this cooperation, a similar collaboration has been established with the OpenIFS and IFS developers 

at ECMWF. Besides, led by the BSC-ES, ECMWF and the EC-Earth community are integrating an IO 

server for OpenIFS, which will increase the computational performance of the atmospheric model 

considerably. In parallel, the BSC-ES is also member of the EC-Earth Technical Working Group, where 

several profiling analysis have been done to increase the performance of the coupled version of the 

model. 

Title 
Broad description of work in relation 

to Service 

List of personnel who 
fit the profile and 

whose CVs are 
submitted with tender 

Qualifications 
Effort / 

engagement in 
months 

M.Eng. 
Setting up of the configuration, 

performance analysis, application of 
optimizations, execution of the ultra-

Miguel Castrillo 7 4.5 
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high resolution, writing of reports. 

PhD 
Setting up of the configuration, 

performance suggestions, writing of 
reports. 

Mario Acosta 8 2.5 

3.2 CV’s of Key Personnel 

The CVs of the key personnel involved in this contract are attached to the Technical Report (Annex I).  

4 Technical Solution Proposed 

In Ocean applications such as the NEMO model, the progress is intricately linked to the computing 
power and energy efficiency available due to the need for increasingly higher model resolutions, 
many more simulations, and greater complexity in ocean models. Operational oceanography is a 
new and rapidly growing sector, providing key assessments for coastal water quality, fisheries and 
marine ecosystems, offshore, military, transport, etc. However, the subsurface and deep ocean 
remains drastically under sampled. We must therefore assimilate available data into models and 
make sure that those models account for the key ocean physical and biogeochemical processes to be 
able to predict the evolution of ocean characteristics and of marine ecosystems at all relevant scales. 
A key concern in the ocean, such as in the atmosphere, is the correct simulation of eddies. This key 
concern can be addressed only by building upon recent advances in ocean modelling to construct 
more accurate, high resolution models. 

High Resolution (O (10 km) grid) experiments have now begun to capture eddy processes in the 
subtropics and mid latitudes (with strong effects, for example, on the Gulf Stream), but much higher 
resolution is needed to achieve comparable progress in the subpolar and polar oceans. 
Nevertheless, it remains a challenge to run realistic global ocean/sea ice models such as NEMO at 
resolutions high enough to ensure dynamical consistency over a wide range of resolved scales. 

The increase of the resolution and in general the capability of ocean models is strongly linked to the 
amount of computing power and data storage capacity available. Therefore there is a vital need for 
high performance computing in order to predict the future evolution of climate and answer key 
societal questions as the impact of global warming on human activities. Actually, sustained 
computing power of the order of at least 1 Pflop/s is already required today in Europe to maintain its 
scientific importance in climate prediction research worldwide. 

However, more computing power means more resources of a supercomputer used in parallel. But, 
the more resources in parallel are used, the more overhead is introduced to achieve the 
parallelization. This means that it is mandatory that the models used scale. Models such as NEMO 
scale with difficulty on supercomputers fundamentally because the problems they represent are 
connected, physically and algorithmically. This requires significant communication results in an 
increasing overhead with increasing domain decomposition.  

Taking into account the computational challenges of increasing the efficiency of NEMO using more 
computing power with massive parallel platforms, it is clear that the parallel overhead should be 
reduced. To achieve this, the project focuses in the next goals: 

(1) Analysing the main bottlenecks of NEMO when it runs in parallel with high resolution 
configurations. 

(2) Trying to exploit high-end architectures efficiently, reducing the energy consumption of these 
models through optimizations. 
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(3) Evaluating the results with and without optimizations, including different tests to check the new 
implementations and the hardware used. 

5 Management and implementation plan 

5.1 Gantt chart 

 

5.2 Work package description 

The work plan has been designed with the aim of tailoring the objectives. The project is divided in 
four work packages (WP): one for research (WP1), three for research and development (WPs 2, 3 & 
4) and one for management (WP5). 

 

Work package # WP1 Start/End date M1-M2 

Work package title Preparation of the new ultra-high resolution configuration 

Participants (person months) BSC (1.3) 

Other main direct cost elements N/A 

Main objectives 

The goal of this WP is to create all the files and input data needed to run the new resolution. It comprises 
task 1.1 and its output will be used by the rest of the WPs. It will be monitored by the CMS-GLO-NEMO-QR 
(Q3 2018) milestone. 

Description of activities 

Task 1.1 Creation of the new ultra-high configuration 

This task includes the creation of all the input files needed for the ultra-high resolution configuration of 
NEMO. This includes the creation of a repository where the inputs will be available for future simulations. 
This means that the new configuration will be available in an automatic way for all the community. 
Preliminary tests for the new configuration will be done in this task too. 

 

Work package # WP2 Start/End date M2-M5 

06/18 08/18 10/18 12/18 02/19 04/19 06/19

WP1

WP2

WP3

WP4

WP5
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Work package title 
Apply a profiling analysis to highlight computational problems of NEMO 
in parallel platforms. 

Participants (person months) BSC (1.5) 

Other main direct cost elements N/A 

Main objectives 

The goal of this WP is to do a profiling analysis of NEMO specially tailored for this kind of ocean models. 
The study will be used to facilitate the task of improving the energy efficiency of the model, using a 
methodology oriented to optimize these kind of models in large clusters. It comprises task 2.1 and its 
outcome will be used in WP3. It will be monitored by the CMS-GLO-NEMO-QR (Q3 2018) and the CMS-
GLO-NEMO-QR (Q4 2018) milestones. 

Description of activities 

Task 2.1. NEMO specific profiling study                      

In the ocean models case, an in-depth performance analysis can lead to feasible and productive solutions 
that do not require a full rewriting of the code while effectively improving the performance of the model. 
Preliminary studies proved that an exhaustive profiling analysis of NEMO will be useful to improve its 
performance (Tintó Prims et al, 2015). Having a deep understanding of the computational behaviour of 
applications, running in HPC systems, is not straightforward, so this task will develop an analysis lead by 
experts on the matter. 

The main outcome of this task will be to highlight problems not previously identified, explaining the 
reasons for their occurrence and proposing optimizations to substantially improve the computational 
performance of the model using the new ultra-high resolution configuration. Cutting-edge profiling tools 
will be used to highlight the main bottlenecks of the model in parallel executions using a moderate 
number of resources and state-of-the-art high resolution grids, pointing out which parts of the code 
should be optimized before running experiments with ultra-high resolution grids.   

 

Work package # WP3 Start/End date M5-M8 

Work package title 
Improving the energy efficiency of the NEMO ocean model, to take 
advantage of parallel computers in an efficient way. Preparing ultra-
high resolution experiments for massive parallelization.  

Participants (person months) BSC (2) 

Other main direct cost elements N/A 

Main objectives 

The goal of this WP is to improve the energy efficiency of the NEMO ocean model in order to enable the 
realization of tests in ultra-high resolution. Preliminary work, in collaboration with the NEMO consortium, 
proved that optimizations for NEMO can increase the computational performance (Tinto et al. 2018). It 
comprises task 3.1 and its results will be to produce the HPC-COD-01 deliverable and will be used by WP4. 
It will be monitored by the CMS-GLO-NEMO-QR (Q4 2018) and the CMS-GLO-NEMO-QR (Q1 2019) 
milestones. 

Description of activities 

Task 3.1. Energy efficiency optimization of NEMO 

The profiling study developed by WP2 will reveal the main bottlenecks of the code. Preliminary works 
proved that this methodology is useful to increase the NEMO model performance. Some of the strategies 
that could be developed and tested for NEMO are: 
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 Reduction of the accuracy of the variables from double to single precision. This task will determine 
which computational phases of NEMO can use single precision to improve the model throughput 
without impacting on the results, this is a novel technique which is currently being developed at the 
BSC and is part of the NEMO 2018 Working Plan. 

 Optimizing the distributed memory paradigm (MPI), improving the algorithms used for the MPI 
communications. 

 Optimizing the domain decomposition of the model to reduce the load unbalance in the parallel 
execution and avoid the waste of resources.              

 

Work package # WP4 Start/End date M8-M12 

Work package title 
Running the ultra-high resolution experiments and assessing their 
performance on state-of-the-art architectures. 

Participants (person months) BSC (2) 

Other main direct cost elements N/A 

Main objectives 

The goal of this WP is to assess the performance of NEMO using an ultra-high configuration in large state-
of-the-art clusters, gathering information of its main bottlenecks to provide knowledge and inspire future 
developments. It comprises task 4.1 and its conclusions will allow the finalization of the deliverable HPC-
REP-02. It will be monitored by the CMS-GLO-NEMO-QR (Q1 2019) milestone. 

Description of activities 

Task 4.1. Execution of NEMO on ultra-high resolution configurations and evaluation of its performance 
 
The task will develop the final outcome of this project, which is a deep performance evaluation of NEMO 
running on the developed ultra-high resolution configuration after the application of the optimizations 
developed in WP3: 

 A strong scaling exercise will be performed to show the maximum throughput that can be 
obtained while keeping the parallel efficiency at a reasonable level. 

 A weak scaling study will put in contrast the performance of the ultra-high configuration with 
respect to other high resolution ORCA grids. 

 A profiling analysis will disclose which regions of the NEMO model need a deeper redesign to 
enable the setting up of the new configurations at the operational level. 

 

Work package # WP5 Start/End date M1-M12 

Work package title Management and communication 

Participants (person 
months) 

BSC (0.2) 

Other main direct cost 
elements 

Travel (EUR 2,000); Contract translation cost (EUR 500) 

Main objectives 

This work-package will ensure the appropriate management of the project and broadly disseminate the 
outputs throughout its duration. It will be feasible thanks to the Project Management Department at the 
host institution (BSC) and the strong group of “Earth System Services” established at the department level 
(BSC-ES). WP5 will monitor the progress of the project, ensure timely preparation of scientific reports 
(milestones and deliverables) and outreach activities, facilitate communication among and organize the 
project meetings. Under WP5, the project will also undertake a final report that, in addition to the 
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summary of the scientific achievements, will identify priority research lines to enhance the energy 
efficiency of NEMO in the path to take advantage of the new ultra-high resolution platform. 

Description of activities 

Task 5.1 Contract management 

The contract will require a solid management to ensure that the adequate level of reporting reaches 

Mercator Ocean. The contractor will ensure that the human resources are in place at the right time and 

that new hiring is communicated to Mercator Ocean (if necessary). 

Task 5.2 Project meetings 

The researchers involved in this contract will participate in two Annual Meetings to allow for the 

interaction between other lots and to keep Mercator Ocean informed about the updates and outcomes of 

the contract.  

Task 5.3 Reporting 

A series of reports will be provided to Mercator Ocean:  

 Quarterly activity reports: after each quarter, the contractor will submit an activity report. 

 The final scientific report: will be delivered 60 days after the end of the contract.  

 
Deliverables 

   

    Reference Title Type Due date 

HPC-COD-01 Optimised version of NEMO Code 05/2019 

HPC-REP-02 Performance documentation Document 05/2019 

CMS-GLO-NEMO-FSR Final Scientific Report Document 07/2019 

    
Milestones 

   

    
Reference Title Type Due date 

CMS-GLO-NEMO-PLAN Development Plan Document 31/07/2018 

CMS-GLO-NEMO-QR 
(Q3 2018) 

Quarterly activity report Document 30/09/2018 

CMS-GLO-NEMO-QR 
(Q4 2018) 

Quarterly activity report Document 31/12/2018 

CMS-GLO-NEMO-QR 
(Q1 2019) 

Quarterly activity report Document 31/03/2019 
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6 Budget 

 
Organisation: BSC-CNS 

                           LIST OF EXPENSES                             
ITT Ref: 87-GLOBAL-CMEMS-NEMO Lot 5 

  

   

Contractor 
Resource 

Description 
Resource 

Type 
Unit of 

Measure 

Euro 
Cost per 

unit 
Margin % 

Euro Price 
per unit 

Volume Total Cost 
Total 

overheads 
Euro total 

price 

BSC-CNS Miguel Castrillo Payroll 
Person 
months 

4.500,00 50,27% 6.762,15 4,50 20.250,00 10.179,68 30.429,68 

BSC-CNS Mario Acosta Payroll 
Person 
months 

4.500,00 50,27% 6.762,15 2,50 11.250,00 5.655,38 16.905,38 

BSC-CNS 
Participation in 

the Annual 
Meetings 

Travel 
Package 

Price 
1.000,00 0 1.000,00 2,00 2.000,00 0,00 2.000,00 

BSC-CNS 
Contract 

translation costs Other 
Package 

Price 
500,00 0 500,00 1,00 500,00 0,00 500,00 

TOTAL 49.835,05 
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