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O3	pollution	episodes	

•  Period	:	25	August	2017	–	28	May	2019	(642	days)	
•  Over	all	stations	:		

•  2,940	individual	exceedances	
•  Episode	duration	is	1.7	days	on	average	(p5/p95/max	=	1/3.7/5.9)	
•  Mean	concentration	is	106	ppbv	on	average	(p5/p95/max	=	95/121/136)	
•  Number	of	exceedances	greatly	highly	variable	from	one	station	to	the	other	
but	exceedances	are	observed	at	all	stations	(from	9	days	at	ACO	to	222	days	
at	PED)	

•  At	the	scale	of	the	entire	network	(seen	as	a	whole)	:	
•  359	exceedances	
•  Episode	duration	is	4	days	on	average	(p5/p95/max	=	1/11/23	days)		

	!	much	longer	than	for	individual	stations		

Pollutant	 Time	scale	 Limit	value	 Contingency	
phase	I	

Contingency	
phase	II	

O3	 Daily	1h	max	 95	ppbv	 155	ppbv	 210	ppbv	

PM2.5	 Daily	24h	mean	 45	μg/m3	

PM10	 Daily	24h	mean	 75	μg/m3	 214	μg/m3	 354	μg/m3	

NO2	 Hourly	1h	 210	ppbv	



Evaluation	of	chemical	concentrations	

•  O3	:	low	MB,	low	RMSE,	moderate	PCC	
•  PM2.5	:	low	MB,	strong	RMSE,	moderate	PCC	



Evaluation	of	meteorology	

•  Temperature	reasonably	well	represented		
(strongest	errors	during	late	afternoon/evening/night)	
• Wind	speed	overestimated,	with	substantial	error	and	quite	
low	correlation	(and	variability	overestimated)	
[diurnal	statistics]	strongest	bias	during	late	afternoon/evening/
night	
•  Relative	humidity	reasonably	well	represented		



Forecast	verification	
Which	metrics?	



Evaluation	

•  Evaluation	of	concentrations	:	
•  Time	scale	matters	(hourly,	daily,	daily	maximum,	daily	maximum	8-hour	
average)	

•  Traditional	metrics	(e.g.	MB,	RMSE,	PCC)	
•  Additional	useful	metrics	to	evaluate	the	behavior	in	low	and	high	
concentrations	:	slope	and	intercept	(of	the	observation-versus-model	linear	
regression)	

•  Evaluation	of	exceedances	:	
•  Basic	metrics	:	H,	F,	s	
•  Additional	metrics	:	e.g.	CSI	(critical	success	index),	PSS	(Peirce	skills	score)	
•  Area	metrics		!	radius	strongly	matters	(often	better	detection	skills	when	
we	authorize	some	spatial	mismatch	between	observed	and	forecasted	
exceedances)	



Verification	metrics	for	categorical	forecast	

•  Many	different	metrics	:	e.g.	PC,	FAR,	B,	CSI,	PSS,	HSS,	GSS,	CSS,	DSS,	
ORSS,	SEDI	
•  Desirables	properties	(Jolliffe	and	Stephenson,	2006)	:	

H,F	 FAR	 PC	 CSI	 GSS	 HSS	 PSS	

Truly	equitable	 X	 X	

Asymptotically	equitable	 X	 X	 X	

Not	trivial	to	hedge	 X	 X	 X	

Base-rate	independent	 X	 X	

Non-degenerate	for	rare	events	

Bounded	 X	 X	 X	 X	 X	 X	 X	

è	PSS	appears	as	a	relatively	good	candidate	for	monitoring	the	
performance	of	an	AQF	system,	if	expisodes	are	not	too	rare	



First	level	results	



Overall	statistical	results	-	Continuous	



Overall	statistical	results	-	Categorical	



ROC	curve	



Dynamical	optimal	
thresholds		

(derived	from	ROC	
framework)	



Some	basics	about	ROC		
•  ROC	(Receiver	Operating	Characteristics)	:	technique	for	visualizing,	organizing	

and	selecting	classifiers	based	on	their	performance	(comes	from	signal	
detection	theory)	

•  In	the	ROC	space	:	
•  Discrete	classifier	(output	:	category)	è	only	one	point	
•  Probabilistic/scoring	classifier	(output	:	probability/score)	è	a	ROC	curve	

Discrete	classifiers	 Probabilistic	classifiers	

perfect	

useless	



Construction	of	the	ROC	curve	

Discrete	forecasters	

IMPORTANT	:	The	ROC	analysis	measures	the	ability	of	a	classifier	to	produce	good	relative	
instance	scores.	The	ROC	curve	shows	the	ability	of	the	classifier	to	rank	the	positive	instances	
relative	to	the	negative	instance.		

Each	point	of	the	ROC	curve	is	characterized	by	:	
(1)	a	false	positive	rate	F,	(2)	a	true	positive	rate	
H,	(3)	the	corresponding	threshold	of	the	decision	
function	
	
… and	also	a	contingency	table	from	which	any	
metric	can	be	computed!	

Best	PC	(Proportion	
Correct,	or	accuracy)	
with	a	threshold	of	0.54	



Using	ROC	paradigm	for	improving	the	
detection	of	pollution	episodes	

Concept	:	We	consider	the	AQ	forecast	as	a	scoring	classifier	in	which	the	score	is	given	by	the	
forecast	concentration	è	The	higher	the	forecast	concentration,	the	more	chance	there	is	
that	an	episode	occurs	
	
Along	the	ROC	curve	(i.e.	depending	on	the	threshold	of	the	decision	function),	many	possible	
behaviors	are	possible,	from	very	low	H	and	F	(bottom	left	corner;	conservative	classifier)	to	
very	high	H	and	F	(top	right	corner;	liberal	classifier)	è	H-F	compromise	to	find	
	
Algorithm	:		
1.  Consider	a	target	metric	you	want	to	optimize	(PSS	for	instance)	
2.  Initialize	the	optimal	threshold	to	the	regulatory	limit	value		
3.  Start	loop	on	time;	when	there	are	at	least	one	exceedance	and	one	non-exceedance:	

1.  Compute	the	target	metric	along	the	ROC	curve	
2.  Identify	at	which	the	threshold	of	the	decision	function	optimizes	this	metric	based	on	

all	past	data	
3.  Use	this	threshold	for	the	next	forecast	time	steps	(assuming	that	the	optimal	

threshold	obtained	from	past	data	will	remain	a	good	one	for	the	near	future)	
4.  Update	this	threshold	continuously	(every	day)	

	



Example	for	O3	by	RAW	(D+1)	at	PED	station		

è	Here,	PSS	improved	(from	0.34	to	0.46)	



PSS-optimal	threshold	for	O3	–	RAW	(D+1)		
•  PSS-optimal	thresholds	and	corresponding	PSS	are	followed	in	time,	here	
are	shown	both	the	range	and	the	mean	of	their	values	:	

è	Globally,	
PSS	improved	
from	0.34	to	
0.42	
(improvement	
at	almost	all	
stations)	

Improved	
Deteriorated	



PSS-optimal	threshold	for	O3	–	Other	methods	

KF	

AN_CPTDS	 GBR	



PSS-optimal	threshold	for	O3	–	All	results	



Spatial	mislocation	
of	episode	detection	



Area	verification	metrics	
How	changes	the	exceende	detection	skills	if	we	authorize	spatial	mismatch?	
è Method	:	At	a	given	station,	the	local	forecast	is	replaced	by	the	maximum	forecasted	

concentrations	of	all	stations	located	within	a	radius	R	[km]		
	(already	proposed	in	Kang	et	al.,	2007)		

Exceedance	/	Non-exceedance	(OBS)	
Exceedance	/	Non-exceedance	(MOD)	

Episode	in	OBS/MOD	?	
[obs&mod] 	 	N/N	 	 	 	 	Y/N 	 	 	 	 	 	 	Y/Y 	 		
[only	mod]* 	 	N/N	 	 	 	 	N/N	 	 	 	 	 	 	N/Y	
[only	obs]* 	 	N/N	 	 	 	 	Y/N 	 	 	 	 	 	 	Y/N	

*	Not	retained	



Results	
Larger	radius	:	
•  Increase	both	H	and	F	

(as	expected)	
•  Improve	most	of	the	

important	metrics	:	
CSI,	FAR,	B	and	PSS	
(slightly	more	noisy	
results	for	PSS	at	
shorter	radius)	except	
for	PERS_1[D+1]	



Uncertainties	related	to	the	geographic	
location	of	episodes	

CONCLUSION	:	Whatever	the	MOS	methods	and	even	for	the	RAW	forecast,	
exceedances	are	much	better	detected	when	considering	(observed	and	forecasted)	
exceedances	over	a	larger	area	than	the	specific	location	of	the	station	
	
NB	:	The	Mexico	official	report	of	2018	evaluates	the	performance	of	the	AQ	forecasting	
system	by	considering	the	entire	network	(i.e.	similar	to	R=70	km,	which	includes	all	
stations)	
	
	
	

OPEN	QUESTIONS	TO	GO	FURTHER	:		
•  Test	with	all	model	grid	cells	around	the	station		
•  Test	over	European	domain	to	see	how	the	metrics	evolves	for	larger	radius	

•  Why	exceedances	prediction	skills	are	improved?	
è Errors	in	the	transport	of	pollution	plumes?	
è Errors	in	the	spatial	allocation	of	emissions?	
è Errors	in	the	spatial	distribution	of	meteorological	variables?	(cloud	fraction	

Cf.	Kim	et	al.,	2015,	GMD)	
	 	 	 	Also	depends	on	the	intrinsinc	structure	of	the	metric…	



Some	notes	about	metrics	–	CSI	

•  CSI	only	depends	on	H,	F	and	base	rate	s	(proportion	of	observed	episodes)	:	
CSI(H,F,s)	=	H	/	(1	+	F*(1-s)/s)	

•  While	the	dependency	to	H	is	simple	and	direct,	the	dependency	to	F	and	base	
rate	is	more	complex	:	
•  If	s=0	(no	episodes)	 	 	 	then	CSI	=	0	(if	b≠0)	or	NaN	(if	b=0)	
•  If	s=0.01	(rare	episodes)	 	 	then	CSI	=	H/(1+99*F)	i.e.	strong	 	

	 	 	 	 	 	influence	of	F	
•  If	s=0.99	(numerous	episodes)	 	then	CSI	=	H/(1+0.01*F)	i.e.	low	 	

	 	 	 	 	 	influence	of	F	
•  If	s=1	(only	episodes)	 	 	then	CSI	=	H	

•  Increasing	the	radius	automatically	increases	s…
...which	reduces	the	(negative)	influence	of	F	but	also	increases	F…	
… which	can	either	improve	or	deteriorate	CSI	depending	on	the	case	

•  è	In	our	case	:		
	Base	rate	increases	(from	20	to	60%	for	radius	from	0	to	50	km)	
	CSI	improved	because	the	increase	of	F	is	more	than	compensated	by	
	the	combination	of	a	higher	H	and	a	lower	influence	of	F		



Some	notes	about	metrics	–	PSS	

•  PSS	only	depends	on	H	and	F	:	PSS(H,F)	=	H	–	F	

•  Increasing	the	radius	increases	both	H	and	F,	the	overall	impact	on	
H-F	can	be	either	positive	or	negative	
• è	In	our	case	:	for	D+0,	the	main	improvement	of	PSS	occurs	from	
a	small	increase	of	the	radius	(from	0	to	20	km)	as	proportionally,	
H	increases	more	than	F		
•  Between	0	and	10	km	:	 	H	increases	by	0.14/10km	(0.05/10km	for	F)	
•  Between	10	and	20	km	:	 	H	increases	by	0.11/10km	(0.08/10km	for	F)	

•  Between	20	and	30	km	:	 	H	increases	by	0.04/10km	(0.05/10km	for	F)	

	(for	D+1,	PSS	continuously	improves)	



Some	notes	about	metrics	–	FAR	

•  FAR	only	depends	on	H,	F	and	s	:	FAR(H,F,s)	=	[1	+	s/(s-1)*H/F	]-1	
•  Depends	on	base	rate	and	H/F	ratio	:	

•  If	s=0	(no	episodes)	 	 	then	FAR	=	1	(if	b≠0)	or	NaN	(if	b=0)	
•  If	s=0.01	(rare	episodes)	 	 	then	FAR	=	(1+0.01*H/F)-1	i.e.	low

	 	 	 	 	 	 	influence	of	H/F	
•  If	s=0.99	(numerous	episodes)	 	then	FAR	=	(1+99*H/F)	-1	i.e.	high

	 	 	 	 	 	 	influence	of	H/F	
•  If	s=1	(only	episodes)	 	 	then	FAR	=	0	

• è	In	our	case	:	as	the	radius	increases,	the	deterioration	of	H/F	
(from	3.6	to	2.4	between	0	and	50	km)	is	more	than	compensated	
by	the	increasing	(positive)	influence	of	H/F	on	FAR,	which	leads	at	
the	end	to	an	improvement	of	FAR	



Rebalancing	&	
weighting	strategies	



Methods	and	preliminary	result	
•  Imbalanced	dataset	issue	:	only	a	few	high	concentrations	in	the	dataset	so	the	
ML	still	has	some	trouble	to	predict	them		

•  Concerning	regression,	still	largely	unexplored	issue	in	ML	
•  Among	the	possible	strategies	:	

•  Rebalancing	:	resample	the	dataset	
•  Weighting	:	give	more	weight	to	high	concentration	points	

•  Weighting	:	ongoing	tests	on	various	weighting	functions	applied	to	the	
distribution	of	training	points;	criteria	applied	to	hourly	data	or	hourly	data	
of	days	of	exceendances	

First	tests	on	individual	stations	è	Improvement	of	the	slope/intercept	at	the	dily	max	
time	scale	(not	the	correlation)	
Example	O3	at	PED	:		
From	y	=	0.42*x	+	47.0	(r=0.66)	to	y	=	0.64*x	+	31.5	(r=0.66)	
	
NB	:	but	usually	deterioration	of	the	RMSE	on	hourly	data	(as	expected)	



ML	performance	
monitoring	



Errors	of	GBR	(training	every	30	days)	

•  CV	results	:	At	the	beginning,	relatively	low	training	error	and	
large	validation	error	(mayb	some	overfitting	due	to	small	amount	
of	data?).	Both	get	closer	to	each	others,	and	validation	error	
progressively	decreases	with	time.	Observed	error	get	close	to	
training	error	(maybe	some	underfitting?)	



Results	at	
different	time	

scales	



Conclusion	



Conclusions	

•  Brief	description	of	O3	episodes	in	Mexico	
•  Forecast	verification	–	which	metrics?	è	PSS	good	candidate	
•  First	level	evaluation	results	è	GBR	gives	good	results	on	continuous	
forecasts	but	too	smooth	to	have	good	skills	on	categorical	forecasts	

•  Dynamic	optimal	thresholds	è	helps	to	substantially	improve	the	
episodes	detection	skills,	in	particular	for	MOS	methods	that	
smooths	too	much	the	variability	(AN	and	GBR)	

•  Spatial	mislocation	of	exceedances	è	greatly	improves	the	detection	
skills,	which	implies	that	the	improvement	of	MOS	methods	
compared	to	RAW	is	finally	minor	in	terms	of	detection	skills	

•  Rebalancing	&	weighting	strategies	è	it	seems	that	there	is	some	
room	for	improvement,	more	tests	over	the	entire	network	required	
to	conclude	



Next	steps	

•  Data	:	extend	the	period	of	study	to	October	2019	(to	get	more	
than	2	years);	for	informative	purpose,	add	ERA5	z500	when	
fully	downloaded,	and	eventually	other	ERA5	variables	
•  Evaluation	(and	further	exploration)	of	the	weighting	methods	
over	the	entire	network	(normal/radius/optimized	mode)	
•  Extend	the	analysis	to	PM2.5	(and	eventually	PM10)	to	see	how	
the	results	compare	with	those	obtained	for	O3	
•  Explore	more	the	hyperparameters	tuning	and	performance	
monitoring	
•  Continue	writing	the	paper	



Thank	you		

herve.petetin@bsc.es	





PSS-optimal	threshold	for	O3	–	All	results	(70	km)	



Evaluation	of	MOS	
methods	



Presentation	of	the	evaluation	results	

D+1	
	

D+0	

In
cr
ea
sin

g	
ra
di
us
	fr
om

	0
	to

	5
0	
km

	

Hourly	
(overall)	

Daily	
(overall)	

MDA8	
(overall)	

Dmax	
(overall)	

Dmax	
(distribution	
over	stations)	

D+1	
	

D+0	



Evaluation	of	PERS	
method	

(PERSistence)	



PERS	method	-	RMSE	

•  PERS	is	efficient	for	
reducing	RMSE	at	hourly	
and	daily	scales	but	not	
at	dmax	and	mda8	
scales	
•  Increasing	window	
further	improves	RMSE	
but	only	at	hourly	scale		
•  Short	windows	leads	to	
strong	difference	of	
performance	between	
lead	time	
•  Increasing	radius	always	
improves	RMSE	

and	PCC	

but	deteriorates	PCC	
(contrary	to	MOD)	



PERS	method	–	Slope	&	intercept	

•  PERS	improves	slope/intercept	at	hourlay	and	daily	scales	
•  But	at	dmax	scale,	most	results	are	deteriorated	compared	to	MOD	
(except	for	PERS1	at	D+0)	

•  Increasing	radius	usually	deteriorates	slope/intercept	



PERS	method	–	H	and	F	

•  PERS	always	deteriorates	H		
•  PERS	also	deteriorates	F	when	short	time	windows	are	chosen	



PERS	method	–	CSI	

•  The	impact	on	CSI	is	
negative,	whatever	
the	time	window	



PERS	method	–	Conclusion	

•  CONCLUSION	:	Compared	to	MOD,	PERS	forecasts	better	the	
hourly	and	daily	concentrations	but	shows	less	interesting	
skills	for	detecting	exceedances	

• Would	PERS	perform	better	in	a	location	where	O3	
exceedances	last	longer?	
•  The	CSI	skill	of	PERS_1	method	depends	on	:	

•  Duration	of	episodes	(drives	H)	
•  Duration	of	non-episodes	(drives	F)	
•  Base	rate	s	(proportion	of	observed	episodes)	
•  … and	also	the	number	of	data	gaps	

Remind	:	CSI(H,F,s)	=	H	/	(1	+	F*(1-s)/s)	



Evaluation	of	MA	
method		

(Moving	Average)	



MA	method	-	RMSE	

•  MA	is	efficient	for	
reducing	RMSE	at	
hourly	and	daily	
scales	but	not	at	
dmax	and	mda8	
scales	(=PERS)	
•  Increasing	window	
further	improves	
RMSE	but	not	at	
daily	scale	(≠PERS	:	
only	hourly)	
•  Increasing	radius	
always	improves	
RMSE	(=PERS)	



MA	method	-	PCC	

•  MA	is	efficient	for	
improving	PCC	
•  Increasing	
window	usually	
improves	PCC	but	
not	at	daily	scale	
•  Increasing	radius	
mostly	improves	
PCC	at	hourly	
scale	



MA	method	–	H	and	F	

•  PERS	with	short	windows	increases	both	H	and	F	(≠PERS),	thus	moving	toward	
more	liberal	predictions		
(i.e.	you	detect	more	episodes	with	more	chance	to	be	wrong)	

•  Larger	windows	decrease	both	metrics	



MA	method	–	CSI	
•  The	impact	on	CSI	is	quite	neutral	compared	to	MOD	(MA	slightly	
better	for	small	radius,	and	slightly	worse	for	large	radius)	



Evaluation	of	KF	
method		

(Kalman	Filter)	



KF	method	–	RMSE	and	PCC	

•  KF	improves	RMSE	and	PCC,	overall	at	hourly	and	daily	scales	



KF	method	–	RMSE	and	PCC	

•  KF	improves	RMSE	and	PCC,	overall	at	hourly	and	daily	scales	



AN	method		
(Analogs)	



AN	method	–	RMSE	and	PCC	

•  AN	improves	mostly	at	hourly	and	daily	scale	
•  Similar	results	whatever	the	meteorological	variables	included	



AN	method	–	H	and	F	

•  AN	greatly	reduces	both	H	and	F	(more	conservative)…	
•  …	to	a	different	extent	depending	if	the	wind	is	included	in	the	
predictors	



AN	method	–	CSI	

•  Including	the	wind	
variable	strongly	
improves	the	CSI		
(other	variables	:	
concentration,	
temperature	and	
pressure)	
•  AN	shows	a	
substantially	lower	CSI	
than	MOD	for	
detecting	exceedances			





Episode	detection	metrics	(following	Jolliffe	and	
Stephenson)	

Contiengency	table	fully	described	with	3	variables	:	

•  Hit	rate:	H=	a/(a+c)	!	How	many	observed	events	have	been	well	predicted	by	the	model?	

•  False	alarm	rate:	F=	b/(b+d)	!	How	many	observed	non-events	are	erroneously	classified	
as	events	by	the	model?	

•  Base	rate	:	s=	(a+c)/n	(proportion	of	events	observed,	independent	from	the	forecast)	

Other	useful	performance	measures	:	

•  Critical	success	index	:	CSI	=	a/(a+b+c)	!	If	we	ignore	the	(numerous)	non-events,	how	
many	events	are	correctly	detected?	

•  Peirce	Skill	Score	:	PSS	=	H-F	

•  Frequency	bias	:	B=(a+b)/(a+c)	!	Are	we	forecasting	the	correct	number	of	events?	(no	
matter	when	they	occur	or	if	they	are	correct)	

•  False	Alarm	Ratio:	FAR	=	b/(a+b)	!	How	many	false	alarms	over	all	forecasted	events?	

Event	observed	 Event	not	observed	

Event	forecasted	 a	 b	

Event	not	forecasted	 c	 d	



Reglementation	in	Mexico	City	

Pollutant	 Time	scale	 Limit	value	 Contingency	
phase	I	

Contingency	
phase	II	

O3	 Daily	1h	max	 95	ppbv	 155	ppbv	 210	ppbv	

PM2.5	 Daily	24h	mean	 45	μg/m3	

PM10	 Daily	24h	mean	 75	μg/m3	 214	μg/m3	 354	μg/m3	

NO2	 Hourly	1h	 210	ppbv	



AQF	Decision	Support	Tool	

AQF	model	

Resampler	

NRT	obs	

Bias	corrector	

DB	forecast	

DB	obs	

Spatial	aggregator	

Performance	monitor	

DST	report	
	
	
	
	
	
	
	
	
	
	

Plot	module	 Performance	report	
(historic	and	past	year	:	

operational	evaluation,	episode	
detection	skills)	

User	parameters	
(limit	values,	target	

metric)	
Episodes	descriptor	

Episodes	report	
(historic	description,	duration,	

location,	levels)	

Predictions	&	Maps	
(raw	map,	corrected	interpolated	
map,	exceedance	map)	



Framework	for	AQF	system	evaluation	

Discrete	(concentrations)	
è	Basic	:	MB,	nMB,	RMSE,	nRMSE,	MAE,	nMAE,	PCC	
	
Categorical	(exceedances)	
Area	metrics	(radius	r	[km],	for	r	ranging	between	0	and	400	km):		

è	Basic	:	contingency	table	
è Basic	digest	:	aH(r),	aF(r),	s(r)	
è Higher	order	:	CSI,	PSS,	PC,	FAR,	A	

Also	include	the	error	variance	for	each	of	these	categorical	metrics	
	
	



Meteorology	and	
ozone	



About	ML	approach	



Features	importance	for	O3	prediction	

Most	important	features	(ordered)	:	

•  Recent	past	observed	concentrations	(D-1,	eventually	also	D-2)	
•  Forecasted	concentration	(D0)	
•  Temperature	

•  Temporal	gradient	of	pressure	(3-hour)	

•  Hour	of	the	day	
•  Julian	date	
•  Pressure	
•  Recent	past	geopotential	at	500	hPa	(between	D-1	and	D-3)*	

Most	useless	features	:	

•  Month	of	the	year	

•  Temporal	gradient	in	wind	direction	

•  Day	of	the	week	
*To	be	confirmed	when	ERA5	
geopotential	data	will	be	
entirely	downloaded	(so	far,	no	
data	after	October	2018)	


